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Dr. Byrne's keynote address took place the second evening, and contributed
posters were displays throughout and discussed in a special session on the
third day. The meeting finished with an informal breakfast session focused
on important recurring issues.
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Preface

ACTIVITY-DRIVEN PLASTICITY

Learning and development cause profound changes in the central nervous system
tCNS). These changes, which determine the general capacities and specific behavior-,
of the organism. are in large part a reszlt of neuronal activity. Certain patterns of
activity occurring at specific sites, and at crucial times, initiate events that modifN
synapses so that subsequent CNS function is different.

The sequence of events initiated by activity and 1eading to altered function comp ises
phenomena at each of the levels of analysis normally applied to the nervous system.
Neurotransmitters released during activity initiate reactions that lead to lasting synaptic
modifications. These modifications may be as subtle as an altered ionic conductance or
as striking as the formation of a new synapse. Modifications at different synapses
combine to modify pattern- of activity in networks of neurons within individual struc-
tures and throughout the brain. These altered activity patterns find expression as Altered
behavior, and may also lead to additional activity-driven changes at other sites in the
nervous system. In recent years, research at each of these levels has greatly increased
understanding of learning and development, and has revealed their close connections
to each other. Not only are both driven by neuronal activity, but both depend to a
large extent on similar or identical molecular and synaptic processes.

CLOSE RELATIONSHIPS BETWEEN LEARNING AND
DEVELOPMENT

Learning results from persistent changes in synaptic connections generated by the
pattern of neuronal activity at the time of the learning experience. In the adult organism,
these changes are subtle. During development, the nervous system is particularly
sensitive to patterns of activity, and striking changes occur. Activity exerts strong
control over the development of synaptic connections, by driving their growth, stabiliza-
tion. and elimination. This control is particularly well documented in the visual system.
Thus, development of the synaptic circuitry underlying behavior is not simply con-
trolled by genetic information. Rather it is controlled by genes, by activity, and by the
interactions between them. Activity turns specific genes on or off and thereby guides
development. Conversely, the genetic endowment defines the developmental response
to specific activity patterns.

Learning and development depend on the same set of molecular mechanisms.
Studies in the developing visual system and in the mature hippocampus have revealed
that strong depolarization of the postsynaptic neuron, which opens the .- methyl-t)-
aspartate (NMDA) receptor channels and thereby admits calcium, is essential for
persistent change in synaptic function. Related studies have established the role of
protein kinase C in both development and learning. Similarly, the growth-associated

ix



X ANNALS NEW YORK ACADEMY OF SCIENCES

protein, GAP-43, which is phosphorylated by protein kinase C. is strongly correlated
with both development and adult plasticity. GAP-43 may be involved in the control
of growth cones and of transmitter release at the synapse.

Activity-driven synaptic changes during development clearly involve prominent
anatomical modifications. The prevalence of such anatomical change in adult learning
remains unclear, though studies in Aplysia have revealed dramatic anatomical changes.
In contrast, studies in other systems support the importance of functional changes in
preexisting synapses.

The activity-driven synaptic changes underlying learning and development are
manifested as altered behavior. The nature of the behavioral changes depends on the
interaction of synaptic changes at multiple sites throughout the CNS. Only recently
have these interactions come under careful study, both through theoretical analysis of
neural network behavior and through development of anatomically and behaviorally
simple experimental models.

THE SUNY CONFERENCE SERIES

In response to the rapid progress of the past 20 years, the State University of New
York at Albany began in 1980 to sponsor periodic conferences on activity-dependent
plasticity in the nervous system. They emphasized two themes: the importance of
activity in initiating and directing plasticity, and the close relationships between learn-
ing and development. The first was entitled "From Primate to Cricket: Nature and
Nurture in the Development of the Brain." The second meeting, in 1984, was
"Activity-Dependent Synaptic Changes: Developmental Changes and Learning-How
Similar the Mechanisms?" The proceedings werc published in a dedicated issue of
Cellular and Molecular Neurobiology (5: 1-207, 1985).

The conference that formed the basis for the present volume took place in May,
1990 at the Rensselaerville Institute in Rensselaerville, New York near Albany. This
last meeting reflected the increased pace and breadth of recent research. Most impor-
tant, it added a new theme to the two stressed before: its central goal was to discuss, in
a connected fashion, the entire sequence of events underlying learning and development.
Such a comprehensive and logical format has only become possible in the last few
years. Before that, knowledge was too fragmentary to permit meaningful adherence to
this framework. At the same time, recent advances have made it imperative to encour-
age interactions between scientists working at each level in this sequence, if understand-
ing of learning and development is not to remain disjointed and compartmentalized.

To emphasize this theme, the meeting's organization paralleled the progression
from neuronal activity to altered behavior. Thus, the first session described receptor-
mediated triggers of plasticity, the second discussed accompanying molecular events,
the next two evaluated synaptic modifications resulting from these events, and the last
two evaluated expression of these synaptic modifications as altered behavior of neural
networks and whole animals. Each session occupied a morning or afternoon and
consisted of four 30-minute presentations and ample time for discussion. Dr. Byrne's
keynote address took place the second evening, and contributed posters were displayed
throughout and discussed in a special session on the third day. The meeting finished
with an informal breakfast session focused on important recurring issues.



PREFACE xi

THE PROCEEDINGS

This volume retains the organization of the conference. The six sections correspond
to the conference sessions, and progress from neuronal activity to altered behavior.
Each begins with a brief introduction that places it in context. Poster summaries are
grouped at the end. We hope that this organization will help the reader to appreciate
fully the important new information presented in the individual papers and to perceive
the comprehensive picture that is just beginning to emerge.

JONATHAN R. WOLPAW
JOHN T. SCHMIDT
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PART I. EXCITATORY AMINO ACID RECEPTORS AS TRIGGERS OF
PLASTICITY Introduction

This section concerns the first steps in activity-driven synaptic changes: the role of
neurotransmitter receptors in triggering second messenger production and protein
kinase activation. Evidence from several very different systems indicates that the N-
methyl-D-aspartate (NMDA) type of excitatory amino acid receptor plays a crucial
role. Although the NMDA receptor channels carry little current during the activation
of single inputs, they have a voltage dependence and open fully only when other
synaptic inputs depolarize the postsynaptic neuron. This dependence on simultaneous
activation of other inputs is strikingly similar to the essential property of associative
conditioning: that an ineffective stimulus becomes effective after it occurs just before
or during an effective stimulus. Activated NMDA receptor channels allow entry of
calcium ions, which serve as a second messenger. Calcium has numerous intracellular
effects, including activation of protein kinase C and calcium/calmodulin-dependent
kinase II as well as calcium-dependent proteases. Meffert et a. report that activation
of both kinases in the postsynaptic cell is necessary for induction of LTP in the
hippocampus, and presynaptic kinase C activation may also be necessary for mainte-
nance of long-term potentiation (LTP).

Bear and Dudek focus on a quisqualate receptor that triggers the intracellular
messenger inositol trisphosphate (IP 3), and describe its interaction with NMDA recep-
tors in setting the levels of synaptic effectiveness and in producing long-term synaptic
changes in developing visual cortex. Specifically, NMDA receptors appear to trigger
LTP, while the quisqualate-IP3 receptors may trigger long-term depression in the
absence of significant NMDA receptor activation. These receptor mechanisms appear
to be involved in controlling the developmental changes driven by activity in many
visual systems. Schmidt explores, in the goldfish visual system, the hypothesis that
LTP is involved in the developmental processes of synaptic stabilization and retraction.
Udin and Scherer present a striking binocular reorganization in Xenopus and the
possibility that in the adult the plasticity may be restored by NMDA treatment.

Many questions remain. These concern the interaction between calcium and IP,
(since IP, is thought to mobilize calcium intracellularly), the relevant substrates for
the different kinases and the alteration of their functions, the possibility of a retrograde
signal to the presynaptic terminal, the pre- and postsynaptic mechanisms producing
LTP, and the pre- and postsynaptic contributions to the developmental synaptic stabili-
zation.



Protein Kinases and Long-Term
Potentiation

MOLLIE K. MEFFERT, KAREN D. PARFITT,
VAN A. DOZE, GAL A. COHEN, AND

DANIEL V. MADISON'

Department of Molecular and Cellular Physiology
Beckman Center for Molecular and Genetic Medicine

Stanford University School of Medicine
Stanford, California 94305

Excitatory synapses in the hippocampus, and in some other neural tissues, undergo a
long-lasting increase in their efficacy when they are heavily used. This potentiating
effect is proposed to function as a cellular mechanism for the formation of memory
and is very prominent in the hippocampus, a site where the consolidation of experience
into long-term memory is thought to occur. When the excitatory synapses are strongly
and repetitively activated for brief periods of time, they undergo an increase in strength
that has been shown to last several hours or even weeks after induction. This use-
dependent increase in synaptic efficacy has been termed long-term potentiation (LTP).'. 2

LTP is produced by tetanizing the presynaptic fibers with a short-duration train of
high-frequency pulses. Typically, the train is on the order of 100 Hz for I sec. Immedi-
ately following this tetanic stimulation, the strength of the synaptic connection (as
tested with single-shock stimuli) increases up to about 5-fold. Most of this increase
decays to a level of about 150-200% of baseline within a few minutes after tetanic
stimulation. The early short-lasting phase of potentiation is called posttetanic potentia-
tion (PTP) and is believed to be caused by a temporary accumulation of free calcium
ions in the presynaptic terminal.' The potentiation that persists for hours after the
tetanic stimulation is referred to as LTP.

Both the strength and frequency of the tetanic stimulation are critical for the
induction of LTP. The strength of the stimulus must reach a critical threshold to elicit
LTP. This critical threshold represents the need for a certain number of presynaptic
fibers to be activated simultaneously, a property referred to as cooperativity.4 Frequency
and stimulus strength interact such that increasing one decreases the requirement for
the other. A weak stimulus that does not produce LTP, for example, can be rendered
effective by increasing the stimulus frequency. Conversely, increasing the strength of a
stimulus decreases the frequency required to produce LTP.' -

Another striking feature of LTP is its synapse specificity. A given postsynaptic cell
receives many afferent synapses, but only a fraction of these afferents receive tetanic
stimulation during a typical train of stimuli. While LTP is produced in the tetanized
synapses, a test of other nontetanized synapses on the same postsynaptic cell reveals
that they remain at pretetanized baseline levels.'" °

Despite synapse specificity, different afferent synapses on the same postsynaptic cell
do show some ability to interact. By placing two stimulating electrodes in the hippocam-
pal slice, two separate subpopulations of Schaffer collateral afferents terminating on
the same postsynaptic cell can be activated. A tetauic stimulus delivered at a stimulus

'To whom correspondence shouid be addressed.
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strength too weak to elicit LTP becomes effective if paired with a strong tetanic stimulus
delivered through the other electrode (that is, the other population of afferent fibers).
This pairing of a weak stimulus with a strong stimulus to generate potentiation of the
weak pathway is referred to as associative LTP and demonstrates a form of communica-
tion between afferent pathways that occurs, presumably, through the postsynaptic cell.
Associative LTP can occur even when the two groups of afferents terminate on portions
of the dendrite that are separated by several hundred microns.9 There is, however, a
temporal correlation required for the induction of associative LTP: the activation of
weak and strong inputs must not be separated in time by more than about 100 msec
for successful potentiation of both pathways to occur.'" This short window of time
available for effective pairing rules out many candidates for the associative messenger
and makes depolarization of the postsynaptic membrane the most likely associative
messenger.

Simply depolarizing cells, whether by injection of current or by causing the cells
to fire long-duration calcium action potentials, will not produce LTP. Only when
depolarization is paired with activation of the synapse will LIP occur. Depolarization
of the postsynaptic membrane, however, reduces the frequency requirement for the
induction of LIP such that only single-shock activation is needed to produce small
amounts of LTP. 12 " The factor contributed by synaptic activation appears to be the
binding of an excitatory amino acid neurotransmitter to a postsynaptic receptor. "5 At
,nost, if not at all. excitatory synapses in the hippocampus, this transmitter is probably
glutamate. "

The actions of the excitatory neurotransmitter, glutamate, at the synapse are medi-
ated by at least three receptor subtypes associated with ion channels, the N-methyl-D-
aspartate (NMDA), the quisqualate, and the kainate receptor (the latter two types will
be referred to as Q/K receptors or simply non-NMDA receptors). The Q/K receptor
is coupled to a channel that is permeable to sodium and potassium but relatively
impermeable to calcium; this channel seems to be responsible for the excitatory postsyn-
aptic potentials (EPSPs) during normal synaptic transmission. 7" 8 By contrast, the
NMDA-receptor-associated channel is highly permeable to calcium as well as monova-
lent cations. 1 2 1 and current flow through this channel exhibits a strong voltage sensitiv-
ity. The voltage sensitivity of the NMDA channel is due to a voltage-sensitive block
of the channel by physiological levels of magnesium; this block is relieved by depolariza-
tion.22 " Thus, when a cell is strongly tetanized, depolarizing current flows in through
non-NMDA receptor channels, relieves the magnesium block on the NMDA channel,
and allows calcium to flow into the postsynaptic cell. Opening of the NMDA ionophore
is an absolute requirement for the induction of Schaffer-collateral CAI LTP; selective
antagonists of the NMDA receptor, such as D-2-amino-5-phosphonovalerate (AP5),
block the induction of LTP. 1 ,'26 Interestingly, NMDA receptors are not distributed
uniformly among hippocampal synapses: the mossy fiber to CA3 synapse has little or
none of this receptor type, and appears to show a fundamentally different, AP5-resistant
form of LTIP. 27

The morphology of excitatory hippocampal synapses should also be noted in that
their structure may be crucial to LTP. The majority of presynaptic terminals contact
the postsynaptic cell on small, specialized processes called dendritic spines, which may
be both chemically and electrically isolated from the rest of the dendritic shaft.28- 3

1

The dendritic spine has been suggested to serve several functions; the small intracellular
volume of the spine head may allow a relatively small influx of ions to produce a large
alteration in local ionic concentrations and membrane potential 2.3 The narrow spine
neck may serve to diminish the movement of ions between the dendritic shaft and the
spine head. This would serve to maximize synaptic depolarizations in the spine head
while protecting the spine from calcium generated extrasynaptically by voltage-
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dependent calcium channels (VDCCs), as well as enabling calcium influx through the
NMDA channel to cause significant elevations of intracellular calcium in the dendritic
spine head. 2

A role in LTP for calcium influx through the NMDA channel is supported by the
observation that postsynaptic injection of the calcium chelators EGTA or nitr-5 will
block the inductioi of LTP.33 In addition, Malenka et al. " found that release of calcium
into postsynaptic cells by the caged calcium chelator nitr-5 produces a potentiation of
synaptic transmission similar to LTP.33 These experiments not only show the impor-
tance of calcium influx, but also point out the critical involvement of the postsynaptic
cell in the induction of LTP. Additional evidence supporting a role for calcium is the
report by some investigators that application of high concentrations of extracellular
calcium can produce an AP5-sensitive LTP essentially indistinguishable from that
produced by high-frequency stimulation. 4 3" In addition to the NMDA-associated
channels, CAI dendrites also possess VDCCs; several observations, however, argue
against the possibility that calcium influx through VDCCs might be sufficient to pro-
duce LTP. First, as mentioned previously, large depolarizations alone are insufficient to
induce LP in the absence of concomitant synaptic stimulation.7' 22 6 Second, selective
activation of VDCCs by strong postsynaptic depolarization in the presence of AP5
does not induce LTP.26 Third, repeated activation of calcium action potentials, uci ,-
ering large calcium loads to the postsynaptic neuron, does not produce potentiation. 6

It appears, then. that it is the calcium influx through NMDA channels and not through
VDCCs that triggers LTP induction in area CAl of the hippocampus. To explain this,
many investigators have proposed a model in which NMDA receptors, Q/K receptors,
and the calcium-dependent triggering mechanism are all localized to the dendritic
spine, while voltage-gated calcium channels are located on the dendritic shaft. If the
flow of ions between spine and shaft is restricted, then, only calcium influx through
NMDA-receptor-associated channels could induce LTP.

Considering that a rise in calcium within the dendritic spine may be an essential
step in the induction of LTP, many investigators have begun to look at biochemical
processes activated by calcium that might be responsible for LTP. Accumulating
evidence suggests that calcium-activated protein kinases are required for the induction
and/or the maintenance of LTP. A number of nonselective kinase inhibitors including
H-7, sphingosine, polymyxin B, and k-252b have been shown to block LTP. 37 ' In
addition, intracellular injection of H-7 into the postsynaptic cell inhibits LTP, 9'4

suggesting that postsynaptic kinase activity, presumably activated by the rise in calcium
in the dendritic spine, is required for LTP. Two favored candidates for the persistent
signal underlying LTP are calcium/calmodulin-dependent protein kinase II (CaMKII)
and protein kinase C (PKC), the calcium- and phospholipid-dependent protein kinase.
Although these kinases have some substrate phosphorylation sites in common, other
sites are unique to each of the kinases. The factors that delineate substrate specificity
remain unclear but seem to be produced, at least in part, by the amino acids surrounding
the target proteins' acceptor hydroxy amino acids."'

CaMKII constitutes 20-40% of the protein found in isolated postsynaptic densities
and is found in great abundance in dendritic spines of the hippocampus 42.43; thus, it is
in a strategic location to be exposed to the rise in calcium following tetanic stimulation.
Bath application of calmodulin antagonists has been shown to block LTP,"-4 7 but
many of these compounds lack selectivity. More direct and convincing evidence of a
role for CaMKII in LTP comes from experiments in which LTP was blocked by
peptides that bind to and inhibit calmodulin35 or by a peptide that directly blocks
CaMKII activity.' These peptides are effective when they are injected into the postsyn-
aptic cell.

Because CaMKII is capable of autophosphorylation, which makes it constitutively
active, this kinase is a particularly attractive candidate to underlie persistent potentia-
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tion of synaptic efficacy. Following initial activation ofcalmodulin by a rise in intracel-
lular calcium, calmodulin-dependent autophosphorylation occurs such that CaMKII
no longer requires calmodulin to maintain its kinase activity. " " Several years ago it
was proposed that a kinase capable of such constitutive activity could serve as a
"molecular switch" that could store information for long periods of time.".

Another kinase capable of constitutive activity is the calcium-dependent.
phospholipid-stimulated PKC. PKC is enriched in neural tissue5s and is capable of
ph ,sphorylating a wide variety of neuronal proteins including receptors, metabolic
enzymes, ion pumps, and cytoskeletal proteins.52 When PKC is activated, the molecule
is cleaved and the active subunit is translocated from the cvtosol to the membrane.
LTP has been shown to be associated with a translocation of PKC from ,,,t ')l to
membrane as well as with incr:'ased phosphorylation of a PKC substrate protein
GAP-43 (also known as B-50, F-1, or P-57).5'1, It has also been reported in studies in
vivo that classical conditioning in rabbits produces a translocation of PKC activity
from the cytosolic to the membrane compartments of hippocampal CAI neurons.
Interestingly. brain autoradiographs taken in rabbits three days after learning suggest
a further redistribution of PKC within CAI from the cell soma to the dendrites. '

In addition to calcium, PKC can also be activated by 1.2-diacylglycerol (DAG). a
second messenger that dramatically reduces the concentration of calcium required to
activate PK(-. DAG is transiently produced in vivo by receptor-mediated hsdrolysis
(by the enzyme phospholipase C) of phosphatidylinositol-4.5-bisphosphate (PI P,) into
DAG and inositol-l .4.5-trisphosphate (I P). IP, might also contribute to the acti\ation

of PKC by promoting the release of calcium from internal stores. An increase in
phosphoinositide (P1) turnover. perhaps insvolving the acti, ation of a G protein, is
associated with LTP." Whether a pertussis toxin-sensitive G protein is required for
LTP generated in the CAI region is controversial.'"'- If receptor-mediated PI tui.Uo,.cr
is required for LTP, a receptor that may mediate this turnmer is the metabotropic
quisqualate receptor."

Experimentally. PKC may be activated by compounds that mimic DAG. such as
synthetic DAGs or phorbol esters. Activation of PKC by phorbol esters enhanice,
synaptic transmission." ' as does injection of PKC directly into postsynaptic cells "' In
addition, pretreatment with phorbol ester occludes tetanus-induced LI.'" Although
phorbol-induced potentiation resembles LTP in many ways, it is not long term. lasting
only as long as the agonist is present (approximately 60 rin)." This difference does
not, however, exclude a role for PKC in LTP. On the contrary, the finding that injection
of a specific pseudosubstrate peptide inhibitor of PKC (PKC 19-31) into postsynaptic
cells blocks LTP') provides direct evidence supporting a critical role for PKC in LTP.

Another pathway leading to the activation of PKC. which might play a role in
LTP. involves the production ofcis fatty acids such as oleate and arachidonate." Recent
work by Routtenberg and co-workers'2 has confirmed that oleate and arachidonate can
activate purified PKC in the absence of calcium and phospholipid. This same signaling
pathway may also exist in vivo. Free cis fatty acids could be released from the 2-acyl
position of membrane phospholipids by the enzyme phospholipase A,: these cis fatty
acids would then activate PKC. With the recent separation of PKC into a family of
subtypes has come the finding that several subtypes can be selectively activated by cis
fatty acids."

Several discrete subspecies of PKC have already been well defined." In the brain
tissues, for example, at least seven subspecies can be distinguished, one of which is
expressed only in tissues of the central nervous system. Biochemical and immunocyto-
chemical studies with subspecies-specific antibodies indicate that the PKC subspecies
may be differentially located in particular tissues and cell types, although many cell
types express multiple subspecies that may be differentially distributed within the same
cell. The subspecies PKC, appears to ne expressed solely in the brain and spinal cord
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and is particularly localized in the pyramidal cells of the hippocampus. 6 Interestingly,
the y subspecies develops postnatally and reaches maximum activity, in the rat, at
around three weeks after birth, the time when the expression of LTP also appears to
become maximal. Although this correlation is suggestive, it seems premature to discuss
the relationship of the y subspecies with any specific neuronal function. PKC, shows
less activation by DAG than other subspecies, but is significantly activated by micromo-
lar concentrations of free arachidonic acid." Activation of PKC, by arachidonic acid
does not depend upon DAG and phospholipid, nor does it require calcium.

The y subspecies of PKC is also very susceptible to proteolysis by the physiologically
occurring enzyme, calpain I. Calpain I and calpain II are calcium-dependent, thiol
proteases that are proposed to become activated following an increase in intracellular
calcium concentration and can cause proteolysis of protein kinases, cytoskeletal pro-
teins, and other substrates. Cleavage of PKC by calpain results in the release of a
constitutively active subunit, known as PKM, as well as a regulatory subunit.' 6 7 The
active subunit is subsequently removed from the cell quite rapidly. The physiological
significance of PK-, proteolysis by calpain is not yet fully understood, and it is
unclear whether calpain is actually found in hippocampal synapses made onto dendritic
spines.' Nevertheless, calpain has been suggested to play an important role in LTP.6 9

Cleavage by calpain is a mechanism for the activation of PKC, and the resulting active
subunit has been proposed to play a role in the control of cellular function. The
regulatory fragment resulting from PKCy cleavage may also have some role in cellular
function as it does have a DNA-binding motif.' It is also possible, however, that the
proteolysis of PKC by calpain serves primarily as a first step in the degradation process
of the kinase. Calpain, like prolonged application of phorbol esters, may elicit the
translocation of the active subunit from the soluble fraction to the membrane where
the amount of degradation by proteases is greater than in the cytosol, 0 thus disrupting
the balance of synthesis to degradation and resulting in the depletion of the kinase
from the cell.

Whatever the mode of activation, there are still many unresolved questions concern-
ing the exact function that PKC may fulfill in the production of LTP. Specifically, the
question of whether PKC is involved in the induction and/or maintenalice phase of
LTP is not yet fully resolved. Working with the perforant path synapses onto dentate
gyrus granule cells, Lovinger et al." first used PKC inhibitors to show that application
immediately prior to tetanus produced a potentiated response that decayed to the
baseline value within 60 min. A critical window for PKC activation in LTP main-
tenance was suggested by the observation that the PKC inhibitors, mellitin and poly-
myxin B, applied 10 min after LTP induction produced a decay to baseline in 20-60
min."' On the other hand, application of these PKC inhibitors 240 min after LTP
induction was ineffective.7 In the Schaffer collateral to the CAI synapse, Malinow et
al. 3 found that pretreatment with 10 IM sphingosine or 300,uM H-7 caused potenti-
ated responses to decay to baseline within about 45 min. Application of 300 MiM H-7
within 15 min after the induction of LTP had the same effect as application of the drug
before LTP induction."- Application of sphingosine after the tetanic stimulation,
however, did not reduce LTP,3i strongly suggesting that a sphingosine-sensitive kinase
is required for the induction of LTP. Sphingosine acts on the regulatory sites of PKC
and CaMKII, whereas H-7 acts on the kinases' catalytic sites. This raises the possibility
that, following induction, LTP is maintained by a constitutively active kinase such as
the catalytic subunit of PKC or autophosphorylated CaMKII, both of which are
spingosine insensitive.

Although both postsynaptic CaMKII and PKC may be required for the generation
of LTP, ° the exact mechanisms of their actions remain to be determined. As discussed
above, both CaMKII and PKC have properties that allow them to exhibit constitutive
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activity, which may contribute to the persistent signal underlying LTP. Additionally,
synergistic interactions between these kinases have been observed in purified systems 2

and may occur in hippocampal pyramidal neurons. An important step toward the
understanding of CaMKII and PKC involvement in LTP will undoubtedly be the
identification of their relevant substrate proteins. Substrate proteins suggested thus far
include GAP-43 (B-50, F-I, P-57)72 and synapsin. 74

The requirement of postsynaptic CaMKII and PKC activity for the generation of
LTP does not rule out the involvement of presynaptic kinase activity. Indeed, accumu-
lating evidence points to a presynaptic component of LTP. If LTP were maintained by
a postsynaptic constitutively active kinase, then previously established LTP would be
blocked by postsynaptic delivery of protein kinase inhibitor. Malinow et al.,40 however,
found that although bath application of H-7 blocked LTP, postsynaptic injection of
H-7 failed to attenuate established LTP. A possible explanation for this is that a
presynaptic kinase ultimately causes a persistent increase in neurotransmitter release
that underlies LTP. Supporting this hypothesis is the observation that phorbol esters
mimic LTP and are known to increase neurotransmitter release in some systems,
including the hippocampus. 7-7 6 Consistent with this is the observation that phorbol
esters enhance the phosphorylation of hippocampal synapsin, a process that is thought
to result in enhanced transmitter release.7 7 In addition, activation of PKC by phorbol
ester causes an increase in the activity of VDCCs in cultured hippocampal neurons.
Single-channel recordings have shown that this increase probably occurs in both L-
and N-type channels and appears to involve a shift in the voltage dependence of the
channel activation to more negative voltages.7

1 If such a kinase-induced change occurs
in the calcium charmels of hippocampal excitatory presynaptic terminals after tetanic
stimulation, then this could result in an increase in transmitter release. Such an increase
in transmitter release could conceivably underlie the expression of LTP.

Because induction has a critical postsynaptic component, postulating a presynaptic
mechanism for the expressioh of LTP leads necessarily to the conclusion that the
postsynaptic cell can somehow communicate with the presynaptic terminal via the
release of a messenger factor that acts selectively on recently activated terminals, thus
influencing further transmitter release." Arachidonic acid or some of its metabolites
are attractive candidates for such a factor because these agents readily cross cell
membranes,"0 because inhibitors of their synthesis have been reported to block
LT V -1.82 because increases in extracellular arachidonic acid have been observed
during LTP,8' and because application of arachidonic acid paired with synaptic stimula-
tion can enhance synaptic transmission. 7 In any case, the debate regarding a pre- versus
postsynaptic locus for LTP maintenance and expression remains highly controversial.
Evidence is growing, however, to indicate that both sides of the synapse may contribute
to this complex phenomenon.

In summary, excitatory synapses in the hippocampus and other neural tissues
undergo a use-dependent, long-lasting increase in efficacy known as long-term potentia-
tion. Although the mechanics of this phenomenon are not yet completely understood,
recent experiments have shed a great deal of light on the potential physiological and
biochemical mechanisms that underlie this form of synaptic plasticity. Current models
hold that the induction of LTP depends on the conjunction of ligand binding to the
postsynaptic NMDA subtype of glutamate receptor and the depolarization of the
postsynaptic membrane potential. Following induction, a complex and poorly under-
stood series of events, probably involving both protein kinase C and calcium/
calmodulin-dependent protein kinase II leads to the formation of a persistent signal
that maintains the potentiated transmission. The final expression of LTP may reside
in the presynaptic terminal. Future studies on LTP will likely focus on the nature of
the mechanisms that maintain and express LTP.
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INTRODUCTION

In visual development, many of the fine details of synaptic circuitry are established
bN the selective stabilization of appropriate synapses from a more diffuse set of initial
connections, a process that requires normal patterns of activity during the sensitive
period. Increasingly, this selective stabilization of connections, like long-term potentia-
tion (LTP). has been found to be triggered by N-methyl-D-aspartate (NMDA) receptors
that detect synchronous activation of inputs onto common postsynaptic cells.' In
addition, there is intriguingly often a greater capacity for LTP during these sensitive
periods of development."-' These findings put experience-dependent development and
learning on a continuum. In this paper, I will review the -,vidence from the development
and regeneration of the retinotectal projection of fish and frog, and discuss it in relation
to similar findings in the developing cat visual system.

Several features of the development of visual projections appear to be activity
driven; these include the segregation of visual afferents into eye-specific patches or
stripes in visual cortex7 or tectum "' and into lamina in lateral geniculate nucleus
(LGN),'' the segregation of receptive field types in LGN, 2 and the refinement of
retirotopic maps in LGN" and tectum.'"' Two of these, the retinotopic sharpening
and the formation of eye-specific patches, are easily investigated in the retinotectal
projection, which is direct and accessible. In addition, the projection regenerates follow-
ing optic nerve crush, allowing the use of larger, more easily manipulated, adult
animals. The projection is crossed at the chiasm so that each retina innervates its
contralateral tectum. Crush of the optic nerve reproducibly results in axonal outgrowth
from the crush site, synaptogenesis after arrival back at the tectum, and a period
of synapse elimination and stabilization duingt maturation. Thus, the regenerating
projection recapitulates the major features seen during development. In addition, recent
studies have shown that activity refines retinotopic order during development as
well .,'

RETINOTOPIC SHARPENING OF THE REGENERATED MAP

Part of the mechanism of the map formation involves chemoaffinity between optic
fibers and different regions of tectur. as envisaged by Sperry." but this is sufficient to

'This work was supported by the National Institutes of Health (EY03736).
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organize only a very rough map. Thus, in the horizontal dimension, axons from
temporal retina grow into rostral tectum, whereas those from nasal retina grow around
the edges to caudal tectum. In the second dimension, dorsal retinal fibers grow into
ventrolateral tectum, whereas those from ventral retina grow into dorsomedial tectum.
Chemoaffinity information, however, is not precise enough to tell the axons exactly
where to grow their arbors, and a second mechanism, an activity-driven retinotopic
sharpening, returns the map to the mature level of organization.', 6 2" This process has
been reviewed in detail,2' and only the main points are considered here.

Anatomical Studies

Staining of individual fibers with horseradish peroxidase shows that axons arriving
back at the tectum make many exploratory branches within the plane of the map.2 2,23

The average normal arbor is about 220 pLm across, but these early arbors average about
1200 Lrn, a substantial fraction of the tectal length of 3 to 4 mm.22 Many branches are
subsequently eliminated, as the arbors return toward normal appearance, both in extent
and in number of branches. One of the cues used to determine which of the branches get
elimirated is impulse activity, for regenerating arbors that were silenced by intraocular
tetrodotoxin (TTX) or synchronized in their firing by strobe illumination were roughly
two times larger than normal in extent and also failed to coalesce into a single cluster
of branches.24 This lack of sharpening is also reflected in the map that is recorded
electrophysiologically from the tectum.

Electrophysiological Recordings

In superficial tectal neuropil, extracellular unit recordings are mostly from the
arbors of the retinal ganglion cells. -' 2 Several arbors are usually recorded simultane-
ously, and the area of the visual field from which they can be driven is called the
multiunit receptive field. In normal goldfish tectum, this area is approximately 11,
almost exactly the same average as for single ganglion cell receptive fields, and this
shows the normal degree of order of the projection. 5 20 Following nerve crush, the
fibers first arrive at the tectum at around 14 days, but orderly maps can first be recorded
only at 35 to 40 days, about the time that small arbors ar' first seen anatomically.
Before that point, the multiunit activity seems to be driven from wide areas of the
retina, but the receptive fields are difficult to define because the units are very low
amplitude and fatigue extremely rapidly..'. 2 In frog, however, the entire process of
sharpening is easily followed.10.2 Although these recordings are largely presynaptic,
several studies have also shown that the diffuse projections make effective synaptic
connections. 20.26

In goldfish, if the projection is silenced with intraocular TTX or alternatively
synchronized by strobe illumination in a white, featureless environment27 from 14 to
35 days after nerve crush, then the diffuse map is retained (FiG. 1, compare to the
normal map in FIG. 7, left). The units recorded from each point are driven from retinal
areas about 30* or more across. The centers of these areas are approximately in the
right place; it is their extent that reflects the uncorrected errors in targeting of the
arbor branches. Both the separation of single units by spike height and the recording
of single ganglion cells from r. ma showed that single units retained normal receptive
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FIGURE 1. Map of a retinotectal projection regenerated under stroboscopic illumination and
recorded 55 days after nerve crush. At the lower right is a drawing of the tectal surface viewed
from above. Each point in the tectal array is an electrode penetration. The receptive fields recorded
at these points, although enlarged, fall into an orderly array in the visual field similar to the array
seen on the tectal surface. The receptive fields are numbered accordingly. For clarity, five separate
representations of the hemispherical visual field, one for each row of points A through E on the
tectum, are presented. Circles within the visual field define the boundaries of the multiunit
receptive fields. For convenience, the drawing of the tectum has been inverted about one axis so
that the arrays are oriented in the same direction: rostral on the tectum corresponds to nasal in
the visual field, medial to dorsal, lateral to ventral, and caudal to temporal. Reprinted with
permission from reference 27.

fields after TTX or strobe treatment; the enlarged multiunit receptive fields were
therefore due to abnormal convergence onto each tectal point of ganglion cell arbors
from wide retinal areas.' 24 .2

. The effects of strobe, which causes the firing of all

ganglion cells,17 point to the importance of the normal pattern of activity that must
contain information that is instructive for the process of sharpening. Normally, activity
is correlated between neighboring, but not distant, ganglion cells of the same type (ON,
OFF, or ON-OFF); this is especially true in the light, but also occurs in the dark due to
retinal circuitry. 25 3 '

A Hebbian Model Based on NMDA Receptors

The model for retinotopic sharpening is based upon 1) the correlated firing of
neighboring ganglion cells, 2) the initially large and highly overlapping arbors. 3) the
resultant summation of their excitatory postsynaptic potentials (EPSPs) in postsynaptic
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tectal cells, and 4) a Hebbian strengthening of the most effective synapses. 2 FIGURE 2
shows how this would work for two sets of neighboring ganglion cells. On each
postsynaptic cell, the inputs from neighboring cils firing with the highest degree of
correlation would experience the greatest summation of their EPSPs and be stabilized.
Of course arbors from some more distant ganglion cells would also overlap on cells in
this region, but would not have correlated firing and would not be stabilized. On other
postsynaptic cells, a different set of inputs would have the best summation and capture
exclusive control. The mechanism whereby that state is reached could be either 1) a
stimulated growth of new contacts in the immediate region of stabilized synapses,
combined with the withdrawal of unstabilized synapses, or 2) an iterative process of
random reinsertion followed by further stabilization.

From this model, it is easy to see that if no cells had activity, no synapses would
be differentially stabilized. Conversely, if all ganglion cells were to fire in synchrony
because of the strobe, the cue for finding neighboring cells would be removed and all
synapses would be stabilized equally regardless of their origin.

Eye-Specific Stripes

A second activity-driven phenomenon that may operate through the same mecha-
nism is the segregation of visual afferents by eye of origin.7'- 0 Although each eye
normally innervates its contralateral tectum exclusively, co-innervation can be pro-
duced when one tectal lobe is removed and the stump of the tract deflected toward the
opposite tectum as shown in FIGURE 3. Alternatively, Cline et al.2 transplanted a third
eye to the forehead of the embryonic frog, and it grew optic fibers out to innervate one
of the two tecta. The projection of the contralateral eye is normally continuous over the
surface. Initially, in the goldfish,9 the invading ipsilateral eye also forms a continuous
projection, but shortly thereafter both projections break up into exclusively occupied
patches and stripes. These can be seen when the fibers from both eyes are labeled-but
with different markers (in FIG. 3, one cross-section through the tectum is labeled via

RETINA

ACTIVITY

TECTUM

FIGURE 2. A model for the activity-dependent stabilization of retinotectal synapses in the
retinotopically correct order. On the left, ganglion cells from the retina regenerate scattered arbors
contacting many tectal cells. At some postsynaptic cells, their arbors overlap with those of their
neighbors. Because of locally correlated activity in retinal ganglion cells, these inputs may sum
postsynaptically and therefore be more effective. Others from distant synapses would not sum. If
the most effective synapses were preferentially retained and the others removed, the mechanism
would result in a stable, retinotopically ordered arrangement as seen on the right. Reprinted with
permission from reference 27-
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a horseradish peroxidase procedure, and the adjacent cross-section is labeled via a
radioautography procedure).

When both eyes are silenced by intraocular injection of TTX, the two projections
remain mingled and no patches form, thus establishing that segregation is activity
driven. It is easy to envisage the same model giving rise to ocular dominance patches.
The fibers within each eye, especially after retinotopic sharpening, should have highly
correlated activity, whereas those from different eyes should not. Thus, in FIGURE 2,
the two neighboring ganglion cells would be from the right eye and the other two from
the left eye. The fibers from each eye should cooperatively stabilize each other's syn-
apses, driving out the other eye's synapses and consolidating their hold on their areas.
Indeed, the segregation generally occurs after the period of retinotopic sharpening, and
this may offer some clue as to why the tectum is divided up into stripes that are usually
several hundred micrometers wide. The projections probably form this way because
each map is constrained to cover the whole tectum by chemoaffinity (and also initially
by activity-driven stabilization) and because activity later drives them to separate
completely. In this case, it is obvious that synapse stabilization is also associated with
synapse elimination because large gaps are produced in a once continuous projection.
Thus, the mechanism that normally sharpens the map here produces great discontinu-
ities.

NMDA RECEPTORS AS TRIGGERS OF HEBBIAN
STABILIZATION

Retinotectal transmission appears to be mediated primarily by glutamate (or some
similar excitatory amino acid) acting on several types of postsynaptic receptor. Most
of the EPSP amplitudc seems to be mediated by non-NMDA receptors, often referred
to as quisqualate and kainate receptors, that operate in a conventional fashion. The
NMDA receptors, although fewer in number, appear to play a tremendously important
role in controlling the development and maintenance of synaptic connections.

NMDA receptors, which have been implicated in triggering LTP in the CA I region
of the hippocampus," are well suited to the task of signaling that the synapse has
participated in a substantial postsynaptic depolarization. When activated by a neuro-
transmitter, the channel is fully conducting only when the cell is sufficiently depolarized
to remove a magnesium block, -4 when it then allows substantial calcium entry. 5 Thus,
NMDA receptors both have the appropriate trigger properties and generate a second
messenger that could signal Hebbian stabilization.

If NMDA receptors play such a role in the stabilization of retinotectal synapses,
then 1) the transmission should be carried largely by an excitatory amino acid with
NMDA receptors as one of the receptor types, 2) the retinotopic sharpening should be
blocked by NMDA receptor blockers, and 3) there might also be an enhanced capacity
for LTP during the period of sharpening, and this too should be blocked by NMDA
receptor blockers.

.NMDA and Non-NMDA Receptors in the Retinotectal Transmission

NMDA receptors have been detected in goldfish tectum by binding" and localized
by radioautography to the optic terminal layers in frog tectum.37 In the retinotectal
projection of goldfish, n.ost transmission appears to be mediated by an excitatory amino
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acid. 3 8 6-Cyano-2,3-dihydroxy-7-nitroquinoxaline (CNQX), a selective blocker of
non-NMDA excitatory amino acid receptors, topically applied at 20 AM effectively
blocks more than 90% of the amplitude of field potentials elicited by optic nerve shock
(FIG. 4). The sources and sinks of synaptic current were decremented even more
strongly. A 50% decrement of field potential amplitude occurs at 5 MM and an 80%
decrement at 10 AM. All concentrations above 25 AM produced a virtually complete
block. In contrast, 2-carboxypiperazine-4-yl-propyl- I -phosphonic acid (CPP), a selec-
tive NMDA receptor blocker, at 1 MM blocks only about 5-10% of the field potential
amplitude (FIG. 5), and has a similarly small effect on the sources and sinks of synaptic

FIELD POTENTIALS SOURCES AND SINKS

S000m

- 400wm300MM

FIGURE 4. Effect of topically applied CNQX on field potentials and the sources and sinks of
synaptic current elicited by optic nerve shock in a normal goldfish tectum. Arrows mark the time
of stimulation (artifact electronically suppressed). Depths of recording are shown next to each
trace, and each trace is an average of five responses. The larger responses (heavy traces) are the
controls, and the smaller ones (lighter traces) are the responses after 20 ,.M CNQX. Negative is
downward. The calibration pulse at the beginning of each trace is I mV in amplitude and 2 msec
in duration. Total trace length is 50 msec. On the right are the sources and sinks of synaptic
current calculated by a second differencing technique. Sinks are downward and reflect the entry
of current into the postsynaptic cells at excitatory synapses. Sources (upward deflections) represent
exit of current from cells, usually passive return for excitatory synapses but also possibly occurring
at inhibitory feed-forward synapses.

current. Increasing the concentration to 10MAM produces no further decrement, indicat-
ing very little contribution from NMDA receptors. In confirmation of this, both 2-
amino-5-phosphonovalerate (AP5) and 2-amino-7-phosphonoheptanoate (AP7) block
the same small percentage of the response amplitude at 25-50 MM (FIG. 6), concentra-
tions at which they should be selective for NMDA receptors. At higher millimolar
concentrations, however, they block all of the field potentials (FIG. 6). Thus, as in the
hippocampus," the NMDA receptors are present, but they appear to carry very little
of the synaptic current as assayed by single stimuli.
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FIGURE 5. Effect of CPP on field potentials and sources and sinks of synaptic current in normal
goldfish tectum: control (heavy traces) and after 1 MuM CPP (light traces). Conventions are as in
FIGURE 4. Note the small 5-10% decrement of both field potential amplitude and the underlying
sources and sinks.

NMDA Receptor Blockers Prevent Sharpening

In order to block NMDA receptors over a long period, I infused AP5 or AP7 into
the tectal ventricles using an osmotic minipump attached to the fish's head.3 The pumps
were attached at 21 days postcrush when field potentials were first detectable, and
delivered an average of 3.5 Ml/day over the 12 to 24 days that they were attached. The
concentration in the pumps (usually 500 AM) was substantially diluted within the 200
Al of fluid spaces within and around the brain, and I estimate the effective concentration
was probably less than 10 AM (and certainly no more than 50 AM) within tectum.
These concentrations should not have reduced retinotectal transmission to any substan-

CONTROL
BEFORE

FIGURE 6. Effects of different doses of AP5 on the am-
I O0pM plitude of the field potentials in a normal tectum. All

recordings were made at a depth of 125 Am in one fish.
sseUM MIncreasingly higher concentrations were applied topically

to the tectal surface, followed by a washout with repeated
1 mm changes of Ringer's solution. The equilibration time be-

tween increasing doses was 15 min, but was 2 hr for the
I e.M .washout. Reprinted with permission from reference 3.

CONTROL
AFTER
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tial degree, and indeed fish injected intracranially with the same or larger amounts of
AP5 or AP7 showed no performance deficit in a tectally mediated behavioral assay,
the optomotor response to a rotating drum.3

In contrast with the eight control infusion fish whose projections sharpened nor-
mally, the projections of seven fish infused with NMDA receptor blockers all failed to
sharpen (FIG. 7). The results were completely comparable to those of strobe exposure
for the same period.27 The gross organization of the map was correct, but multiunit
receptive fields were much enlarged, averaging 28. These enlarged values in the blocked
projections must reflect uncorrected errors in targeting of optic arbors, because single
units in these projections had normal receptive fields of about 11'. In contrast, all of
the projections receiving control infusions (either Ringer's solution alone, or with the
chemically similar but inactive 2-amino-6-phosphonohexanoate (AP6), or with AP5 at
too low a concentration) had multiunit receptive fields averaging 11.6, indistinguish-
able from uninfused regenerated projections that sharpened normally.

FIGURE 7 also shows the lack of effect on the intact projection. Because the canula
delivered the AP7 at the midline, the intact projection must have received the same
concentration of the blocker as the regenerating one, but it was not rendered unsharp-
ened as a result. Thus, the NMDA receptor blockers did not produce general disorder
but interfered more selectively with the active processes of synapse stabilization and
elimination going on in the regenerating projection. This parallels the results from

strobe and TTX experiments.2 7

Enhanced Capacity for LTP during Sharpening

In studying the return of field potentials during regeneration, I noticed that, al-
though the amplitude after maximal optic nerve stimulation was very small duiing the
early phase, it tended to increase markedly after a series of maximal stimuli were
administered to it, suggesting that the projection was undergoing LTP. - An example
of the LTP is shown in FIGURE 8. Initially, the amplitude elicited by maximal stimuli
was only I mV, but after the application of a standard train of stimuli, 20 stimuli
delivered at 0.1 Hz, the response grew to more than 3 mV. Further trains of stimuli
caused further increases in amplitude, and the potentiation was stable for hours and
also overnight in the three cases tested.

The responses initially fatigued rapidly even at I Hz, necessitating the lower 0.1
Hz frequency for potentiating trains. After LTP, the responses became more resistant
to fatigue although the latency kreflecting the slow conduction velocity) remained
constant. The rapid fatigue as well as the long latency of the response was due to the
immature state of the regenerated fibers. In general, it was necessary for the postsynap-
tic response during the trains to maintain more than half their initial amplitude or the
potentiation would not occur. If the responses decremented substantially, a depression
lasting about 30 min resulted. In addition, submaximal stimulating trains also failed
to trigger LTP. The test stimuli were kept to a very low rate (one per 15 min) in order
to avoid potentiation. In seven control cases, the responses increased an average of
only 21% after 5-8 hr.

The frequencies used here are much lower than generally used in the hippocampus
an-] preclude temporal summation of postsynaptic responses. However, LTP in cortex
cat be elicited by low-frequency trains such as 2 Hz for 60 min.5. -9 4

0 In addition, LTP
in hippocampus can also be elicited by single shocks if sufficient depolarization is
assured either by blocking inhibition with picrotoxin,4' by pairing with intracellular
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injection of depolarizing current,42 or by pairing with trains to another input." The
exact reason why the tectal cells might be sufficiently depolarized or disinhibited during
regeneration has not been studied, but it is known that tectal cells become more
excitable and fire in bursts until reinnervated.' The development of potentiation is also
much slower than in hippocampus (30 min versus 5 min) under similar conditions, 42

but much of this can be attributed to a 20 difference in temperature. In addition,
potentiation in the cortex is also much slower than in the hippocampus.5 34

LTP was greatest early in regeneration when the fibers were forming synapses at
the fastest rate and sharpening was taking place. Fish between 20 and 30 days and
those between 30 and 40 days both averaged 380% potentiation, while those between
40 and 70 days averaged 80-90%. Because a sharp map can first be recorded between
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FIGURE 7. Maps of two retinotectal projections (one regenerating and one not regenerating)
from a fish infused with AP7 from 21 to 35 days postcrush. The pump infused an average of 3.1
M/day of 500 MuM AP7. and the effective concentration after dilution in the fluids in and around
the brain was estimated at 10-20 AM. On the left is the orderly map of the nonregenerating
projection from the left eye to the right tectum, which was not affected by the block of NMDA
receptors. On the opposite tectum of this fish, the regenerating projection from the right eye
(right) was prevented from sharpening by the block of NMDA receptors (average multiunit
receptive field size of 27.4' versus 10.8"). Conventions are as in FIGURE 1, except that the visual
field of the Light eye was reversed so that the array would directly correspond to that on the
tectum. The large blackened circle at the midline shows the point of insertion of the cannula
through the tectal commissure to deliver the AP7. Reprinted with permission from reference 3.

35 and 40 days, 1 .
21 the match to the period of sharpening is particularly good. This

time period also corresponds to the period of greatest expression in the retinal ganglion
cells of GAP-43,4' a protein that is phosphorylated by the C kinase during LTP in the
hippocampus.4" The level of LTP after 40 days is still much higher than that found in
the mature projection (5- 10%) and remains high for at least a year for unknown
reasons. In general, it is not clear exactly why there is an enhanced capacity for LTP
during the period of sharpening. The increased excitability or possible disinhibition of
the tecta) cells are likely possibilities along with the reexpression of GAP-43. The field
potentials showed little evidence of any greater expression of NMDA receptors in the
projection (see below), as was suggested by Tsumoto et al.Y' in visual cortex.

These results directly parallel those from developing kitten visual cortex. Komatsu
et al. found that during the sensitive period for development of ocular dominance
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FIGURE 8. Potentiation of postsynaptic respooses as demonstrated by field potential recordings
in a fish at 39 days postcrush. Top: Amplitude of the response is plotted versus time. Arrows
indicate the time of the potentiating volleys (20 stimuli at 0.1 Hz). Bottom: Sample responses
recorded from the optic fiber terminal layer at times marked by letters in the plot above. The
traces are 50 msec long and begin with a calibration pulse (I mV x 2 msec). The stimulus artifact,
which would occur just after the calibration pulse, was electronically suppressed. The arrows
mark the presynaptic fiber volley preceding the negative going postsynaptic field potential. Note
the breaks in the time axis of the upper plot as the potentiation was tracked into the second day.
The arrow labeled High Mg ' ' denotes the time of topical application of Ringer's with 0 mM
Ca * and 40 mM Mg' (isoosmotic replacement of Na 1) briefly to the tcctum to block postsyn-
aptic responses and leave the presynaptic fiber volleys (arrow). Two traces were superimposed
here to show the reproducibility of the presynaptic fiber volley. Note the long latency indicating
the slow conduction velocity in these regenerating fibers ( < 0.5 m/sec). Reprinted with permission
from reference 3.

there was a significant capacity for LTP that was not present in the adult. Some
capacity for LTP can be uncovered in the adult, however, by blocking inhibition with
bicuculine.4" In addition, a capacity for LTP is also present in developing rat visual
cortex, and it can be blocked by NMDA receptor blockers.6

L TP Is Blocked by X DA Receptor Blockers

In these experiments,. LTP was attempted twice in each projection, first with an
NMDA receptor blocker present, and later after the blocker was washed out. Thus
each projection served as its own control. A typical result with topically applied AP7
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is shown in FIGURE 9. The initial amplitude was about 0.7 mV and was not affected

by the application of the AP7, indicating that NMDA receptors still constituted a very

small fraction of the total. In general, the amplitude did not decrease noticeably after

either AP5 or AP7 was applied. Two trains of 20 stimuli were given after the AP7 had

equilibrated, but these did not result in any significant increase in amplitude. After the

AP7 was washed out for 2 hr, the identical two trains of stimuli potentiated the response

to nearly 3 mV. Overall, in the six cases, the increase elicited after the trains with

blockers present was 2.7% (4.3% SEM) whereas the increase elicited after the blocker

was washed out was 103.8% (35.9% SEM) in the same fish. The chemically similar

but inactive compound AP6 did not prevent LTP at the same concentration.

Two factors therefore link the LTP and the activity-driven retinotopic sharpening.

First, the greatest capacity for LTP occurs precisely during the time when the sharpen-

ing occurs, and second, both are blocked by low concentrations of NMDA receptor

blockers. The exact relationship between the two phenomena is not completely defined,
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FIGURE 9. Experiment showing that AP7 blocks potentiation in a regenerating fish. Conventions

are as in FirURl- 8. Top: Amplitude of the response is plotted versus time. Bottom: Sample

responses from times marked by the letters in the plot above. Ar-ows in the Ilot show the times

of the potentiating trains of stimuli (20 stimuli at 0.1 Hz). The first time that these trains were

applied, the tectal NMDA receptors were blocked by topical application of AP7 (striped bar).

and these two trains elicited no consistent increase in the synaptic gain (compare A and B).

Two hours after washout of AP7, the same trains of stimuli resulted in very large increases in

gain (C & D). Further trains of stimuli elicited further gains (E). Reprinted with permission from

reference 3.
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but the intriguing possibility now exists that LTP or an increase in the gain of individual
synapses may constitute the first step in a stabilization process, one that leads to the
later anatomical rearrangements.

.N.DA Receptors in the Formation of Eye-Specific Patches

Using the three-eyed tadpole model, Cline and Constantine-Paton 249 have explored
the role of NMDA receptors in the segregation of visual afferents into eye-specific
stripes. They placed plastic Elvax pellets impregnated with blockers onto the tectal
surface to produce a slow release into the tectal tissue. The stripes were assayed by
labeling the fibers from the ectopic third eye with horseradish peroxidase. The stripes
were expected to be present at the time of treatment, but after several weeks of treatment
with D-AP5 there were no stripes in the area around the plastic implant but rather a
continuous distribution of labeled fibers. Control projections in which inactive 1,-AP5
was used still had stripes. More recently, they have shown that the NMDA channel
blocker MK-801 could also desegregate the stripes, but only if it were applied with
NMDA.4" The NMDA was presumably necessary to activate the receptors, because
MK-801 binds only within the open receptor channel. In contrast to the antagonists,
NMDA itself caused the stripes to become sharper than in controls with 75% fewer
fibers crossing the open areas between the stripes.4" The NMDA and AP5 also had
effects on individual arbor morphology, causing the arbors to be less highly branched.
Thus, there is also very strong evidence that segregation into eye-specific stripes depends
upon NMDA receptor activation, as would be predicted from the Hebbian model
above.

In cat visual cortex, infusion of AP5 prevents the shift in ocular dominance caused
by monocular lid suture.' In control cases, lid suture causes the open eye to dominate
responses of cortical cells at the expense of the closed eye, which loses effectiveness. In
the area infused with APS, the closed eye remained effective in driving ce!ls. although
the orientation selectivity was decreased. In addit:"n. G-7 C' o"' 0, tht AP5
infusion in cases of reverse suture prevents the shirt back to the reopened eye. These
experiments have been criticized because the AP5 can lower visual responsiveness of
cortical neurons, but no loss of responsiveness was found in at least one case where the
effect was present.' In addition, no detectible decrease in responsiveness was noted in
goldfish tectum or frog tectum.1'

Although visual afferents from the two eyes often segregate because they carry
differing patterns of information, in some cases they carry the same information and
end up connected to the same cells to mediate binocular vision. Most neurons in normal
cat visual cortex in fact remain largely binocular. In addition, binocular convergence
is set up in frog tectum by activity-driven cues."

Beyond the Calcium Entry Signal

NMDA receptor activation causes the entry of calcium into the postsynaptic cell
as a signal that the synapse participated in a successful depolarization of the cell. This
postsynaptic signal must somehow mediate the presynaptic changes seen in the branch
-- traction and eye-specific segregation. Therefore, one would have to postulate some
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kind of retrograde signaling mechanism to account for the presynaptic terminal's
reacting appropriately. This retrograde signal might take one of several forms'": 1) a
soluble signal released by the postsynaptic element, 2) an addition or modification of
adhesion molecules mediating a stronger attachment, or 3) the polymerization of
ependymin in the synaptic cleft due to calcium depletion as calcium enters the postsyn-
aptic cell/-'" LTP is also thought to require a retrograde signal, because part of the
mechanism may be increased presynaptic release of glutamate. 4 One candidate for this
signal is arachidonic acid,", because LTP induction is prevented by nordihydroguaiar-
etic acid, an inhibitor of the lipoxygenase pathway of arachidonic acid metabolism.

Coming back to the immediate effects of the calcium entry into the postsynaptic
element, we find that kinases are very important in LTP; both the C kinase and the
calcium/calmodulin kinase II are required.57 Blocking either one via intracellular
injection prevents induction of LTP. Expression, however, is not dependent on either
kinase in the postsynaptic cell, but may be dependent on the C kinase in the presynaptic
terminal, where it is known to phosphorylate GAP-43 and where it increases transmit-
ter release by increasing Ca2' entry." If LTP is indeed an important step in the
stabilization of synaptic connections, then such stabilization might be expected to
depend on the proper functioning of these kinases. Infusion of agents that block
these kinases (such as sphingosine and H-7) or that indiscriminately activate and
downregulate the C kinase (phorbol esters such as tetradecanoylphorbol acetate (TPA))
should block the activity-driven stabilization. Cline and Constantine-Paton5" recently
reported that chronic release of such agents from Elvax pellets did not cause the
eye-specific stripes to disappear from the tectum of three-eyed frogs, although the
arbors became much smaller and had fewer branches. They concluded that protein
kinase activity is not required for selective stabilization of coactive inputs in this case.
If this were true. LTP would be shown to be a very different phenomenon from synapse
stabilization, sharing only the common starting point of NMDA receptor activation.
In fact. Cline and Constantine-Paton have argued that the first step in stabilization is
the slowly decaying potentiation (SDP) that in hippocampus is independent of kinase
activation."

In recent experiments, I have tested the effects of the phorbol ester TPA in goldfish
during the period of sharpening with results that suggest a different conclusion.
Whether the TPA was placed into the eye (six injections of 2 j.±l of 100 JIM over 2
weeks) or infused into the tectum with minipumps (3 Ll/day for 2 weeks), the projection
failed to undergo activity-driven retinotopic sharpening. The resulting projections were
much like those seen with NMDA blockers with enlarged multiunit receptive fields
(unpublished results). In the eye, the TPA could have stimulated phosphorylation of
substrate proteins such as GAP-43 that are transported to tectum, and probably also
greatly downregulated C kinase expression in ganglion cells. In tectum, it might have
triggered phosphorylation of these or other proteins involved in many different pro-
cesses. In controls, TPA was injected into the opposite eye without effect, supporting
the conclusion that we have two separate sites of action. In addition, intracranial H-7
and sphingosine both blocked sharpening. Although these results are preliminary, it is
striking that the results appear to be quite different from those reported for maintenance
of the eye-specific stripes. Indeed, retinotopic sharpening, because it is such an active
process. may be much more sensitive to the block of kinases than the stripe assay,
which in fact only requires the maintenance of preexisting stripes. The fact that the
kinase blockers caused the arbors to be smaller suggests that the kinase blockers might
have interfered with growth, preventing branches from entering the interstripe zones.
This possibility, although it would be consistent with my findings, presents a complica-
tion of the interpretation, and further experiments are underway to examine this
question.
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INTRODUCTION

During early life, the developing central nervous system can be profoundly affected
by sensory input. Abnormal experience, such as visual deprivation, can alter the way
that axons make their connections. In contrast to the dramatic susceptibility of many
growing systems to altered activity, plasticity in the mature central nervous system is
far more restricted, and many sets of axons seem to have no capacity for readjusting
their connections in response to altered input. In this paper, we will describe one such
system, the ipsilateral visual projection to the optic tectum of the frog, Xenopus laevis,
in which alterations in eye position can induce rearrangements of the ipsilateral map
during a critical period of development but not, under normal circumstances, at later
ages. We will present evidence that the N-methyl-D-aspartate (NMDA)-type glutamate
receptor plays a key role in mediating the influence of vision on the connectivity of
tectal maps, and we shall offer some data indicating that the usual loss of plasticity
with age can be reversed by chronic application of NMDA.

THE IPSILATERAL PATHWAY

Each lobe of the tectum receives a visuotopic binocular input. Input from the
ipsilateral eye is relayed to the tectum via the nucleus isthmi (NI), and this ipsilateral
map is normally in register with the map that is relayed from the contralateral eye via
the optic nerve (FiG. 1).1 1 This pattern of connections was determined first with
electrophysiological recording methods and later confirmed using horseradish peroxi-
dase tracing. An example of the sort of maps that are used for assessing binocular
connections to the tectum is illustrated in FIGURE 2. In order to detect action potentials
of retinotectal (contralateral eye) or isthmotectal (ipsilateral eye) terminals, a metal
microelectrode is placed in the superficial neuropil of the tectum, where the retinotectal
and isthmotectal axons arborize. Activity is then elicited by moving an appropriate
visual stimulus along the inner surface of a calibrated hemisphere. The location at
which the object activates the axons is noted. By making an orderly sequence of
penetrations in a grid pattern on the tectum, one can assemble a picture of the way in
which different retinal positions are represented on the tectum.

26
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THE CHALLENGE OF MATCHING MAPS DURING
DEVELOPMENT

How do the ipsilateral and contralateral maps come into register during develop-
ment? This is no simple issue for Xenopus, because that species exhibits an unusual
pattern of eye migration during metamorphosis and juvenile stages. The eyes start off
facing laterally, with very little binocular overlap (FIG. 3). Near the end of the tadpole
stage of life, the eyes begin to move dorsally and frontally; this movement continues
until the binocular field is about 170 in extent. During this prolonged period of change,
the relationship between the visual fields of the two eyes changes and the locations of
isthmotecta! arbors change correspondingly. The caudal shift of isthmotectal terminals
keeps the receptive fields of the two eyes' projections to the tectum in register,4 but
only if normal visual input is available during this critical period.' Thus, axons bringing
ipsilateral input to a given tectal location will respond to a visual stimulus at the same

VISUAL *
FIELD

RETINA

TECTUM -1

NUCLEUS
ISTHMI

FIGURE 1. Pathway for binocular input to right lobe of tectum.

position that activates the axons bringing contralateral input to that location. The
receptive field sizes tend to be large, with the average ipsilateral receptive field being
13.7" in diameter in adults, and with the average contralateral receptive field being
10.3'.6

MECHANISMS UNDERLYING TOPOGRAPHY OF THE
IPSILATERAL PROJECTION

Axons from the nucleus isthmi begin to enter the tectum quite early, weeks before
the eyes begin to change position.' When they arrive, the axons select mediolateral
positions along which to enter the tectumA The mediolateral location chosen by a
particular axon is appropriate for its later growth, and each axon normally will not
deviate more than a few hundred microns medial or lateral from this point during
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VISUAL FIELD TECTUM
A rostral

FIGURE 2. Normal binocular maps. Each symbol on tectum (right) shows an electrode penetra-
tion site. The frog was positioned beneath a calibrated hemisphere for presentation of visual
stimuli. The receptive field centers recorded from the terminals of retinotectal and isthmotectal
asons progress in an orderly fashion from posterior to anterior visual field as one moves from
medial to lateral tectum and from right to left as one moves tfrom rostral to caudal. Filled symbols:
contralateral eye fields; open symbols: ipsilateral eye fields.

development (FIG. 4). This choice of mediolateral position may be governed by chemo-
affinity cues, much the same as those that assist the developing retinotectal projection
to establish initial ore. Timing may also be important, because the first-born isthmo-
tectal axons enter the first-born part of the tectum, and successively newer axons enter
progressively newer regions of the tectal border? Once the axons reach the tectum,
they normally grow straight toward the caudal border; each axon shows remarkably
little wandering outside of its "corridor." 8 Prior to about stage 60 (when the tadpoles

• . , : :- - 200 umn

ADULT

BINOCULAR
SREGION

FIGURE 3. Changes in eye position (left) increase the size of the binocular portion of the maps
on the tectum (rigatt).
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Midlarval Tadpole

Metamorphic Climsx

Adult

FIGURE 4. The sketches on the left illustrate a range of typical isthmotectal axons found at
various stages of normal development. Note that the axons extend over a large proportion of the
rostrocaudal extent of the tectumn but rarely span more than 20% of the mediolateral extent. The
small rectangles indicate the binocular zones. The pairs of axons shown at right are camera lucida
tracings of horseradish peroxidase-filled axons at the corresponding stages.
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are beginning the stages of metamorphic climax), the eyes are still facing laterally.
Because of this lack of binocularity, the receptive fields of the isthmotectal axons do
not match any of the receptive fields of the retinotectal axons that occupy the tectum,
and the i.-ajority of isthmotectal axons really do not have a proper destination. At this
point, the isthmotectal axons have few branches. This situation changes when the
remarkable shift in eye position brings about an extensive overlap of the two monocular
visual fields. The previously tiny binocular zone rapidly increases in extent. This
expansion of binocular overlap means that more and more isthmotectal axons' receptive
fields match the fields of the retinotectal projection from the opposite eye. The axons
begin to produce terminal arbors, and electrophysiological recording indicates that the
isthmotectal axons are forming terminals at locations where their receptive fields
overlap the retinotectal receptive fields.4 The zone of binocular overlap continues to
expand through the first few years of postmetamorphic life (most rapidly in the first
month or so). and the binocular zone of the tectum correspondingly increases, all the
while maintaining matching maps from the two eyes. These changes take place primar-
ily after the completion of both cell proliferation and cell death in the nucleus isthmi
and tectum. 7

The model that has been invoked to explain how the growing axons can arborize
appropriately during development and shift in the proper direction at the proper time

AXONS AXONS
FROM FROM
NI RETINA

FIGURE 5. Isthmotectal and retinotectal axons probably
converge on common postsynaptic dendrites, although in-
dividual cells do not necessarily receive input from axons
in all laminae represented here.

TECTAL CELL

is a variant of the "Hebb synapse."' 0 The key aspect of this model is that correlated
pre- and postsynaptic activity stabilizes the connections between the coactive elements.
In the binocular system of Xenopus, the crucial interactions are between the retinotectal
and isthmotectal axons, by way of common tectal cell dendrites (FIG. 5). According to
this model, isthmotectal axons initially make branches at random, even in inappropriate
regions of the tectum, and those branches form temporary synapses (Udin, Fisher, and
Norden, unpublished observations). When an isthmotectal axon happens to make
connections onto a dendrite that receives input from retinotectal axons with the same
receptive field location, then the isthmotectal axon will be stabilized. When an isthmo-
tectal axon connects to a dendrite receiving noncorresponding retinotectal input, then
the isthmic connection is weakened and is likely to be retracted.

A major piece of evidence in favor of this hypothesis is that the maintenance of
map congruence is critically dependent on visual input during the critical period.5.6 "1
Dark-reared frogs have normally organized contralateral (retinotectal) maps, but their
ipsilateral maps are poorly organized and are misaligned with respect to the contralat-
eral maps. This observation is one of the bases for hypothesizing that visual activity
provides the cues that signal to isthmotectal axons if they have found correct terminal
zones, with "correctness" being defined by temporal correlations of the visually elicited
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firing of the retinotectal and isthmotectal axonq. To coin a phrase, "Axons that fire
together, stay together."

This idea gets further support from the observation that abnormal alignment of the
eyes can actually cause a redirection of isthmotectal axonal growth. For example, by
rotating one eye during mid-tadpole life, one can induce the ipsilateral projection from
the normal eye to rotate by a corresponding amount, thus bringing the ipsilateral map
back into alignment with the contralateral map. 2,3 Similarly, the ipsilateral map
corresponding to the rotated eye will shift to come into register with the contralateral
map from the normal eye. These adjustments restore congruence in both tecta, even
though one eye is abnormally positioned. The isthmotectal axons thus can be induced
to terminate in regions of the tectum that they normally would never even enter.

In order to understand this phenomenon, consider first what happens to the retino-
tectal projection of the rotated eye. This manipulation does not change the connectivity
of the retinotectal axons. The rotated position of the eye, however, causes the ganglion
cells to relay a rotated map (FIG. 6). For example, a cell in the original nasal part of
the right retina that used to relay information about the arrowhead will instead relay
information about the tail of the arrow after the eye has been rotated by 180. What
happens to the input from the normally oriented left eye? The retinotectal map from
the left eye to the right tectum is normal, as is the tectoisthmic map. The axons from
the right nucleus isthmi, however, do not have a normal arrangement: they are rerouted
so that an isthmic axon that has a receptive field corresponding to the arrowhead now
will project to caudal tectum rather than to rostra] tectum. This new topography brings
the isthmotectal map into register with the retinotectal map. Similar rearrangements
bring the ipsilateral map from the rotated right eye into register with the normal
retinotectal map on the right tectal lobe.

What is the evidence for such rearrangements of connections? First, electrophysio-
logical recordings show altered ipsilateral topography. No matter what the degree of
misalignment of the two eyes, each ipsilateral map conforms to the contralateral map
on each tectum (FIGS. 7A & 7B). Second, matched focal injections of horseradish
peroxidase in normal frogs and in frogs with unilateral eye rotation back-label cells in
different locations in the NI. In addition, anterograde labeling of isthmotectal cells
after injections of horseradish peroxidase demonstrate that eye rotation induces the
axons to take very abnormal routes in the tectum.14 Instead of the usual orderly
rostrocaudal trajectories of normal isthmotectal axons, the axons in experimental frogs
exhibit considerable criss-crossing and turning en route to their final sites of termi-
nation.

THE ROLE OF THE NMDA RECEPTOR

What is the underlying mechanism that allows the developing ipsilateral map to
stay in register with the contralateral map during the dramatic changes of eye position
characterizing normal development and to change so radically in response to alterations
in relative eye position? As mentioned above, correlations of activity could provide the
information necessary to communicate to a branch of an isthmotectal axon with a
given receptive field location as to whether it is synapsing in the same tectal region as
retinotectal terminals with the same receptive field locations. Increasing evidence points
to the NMDA-type glutamate receptor as the mediator of this communication. These
correlations probably involve convergence of glutamatergic retinotectal terminals" - 7
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©©"

NORMAL ROTATED EYE

FIGURE 6. Schematic showing the changes in representation of the visual field on the tectum
resulting from rotation of the right eye in a tadpole.

and cholinergic isthmotectal terminals 8' 9 onto tectal cell dendrites. The role of gluta-
mate is of particular interest in this regard because the NMDA-type glutamate receptor
is a pivotal component of activity-dependent synaptic modification in the hinpocam-
pus,",'" visual cortex, 2223 and tectum2" 2" (see reference 27 for a review).

The NMDA receptor is one of at least four receptors that bind glutamate in the
nervous system. It is named for the agonist, N-methyl-D-aspartate, which binds to it
with high selectivity. The NMDA receptor has two notable properties: first, that it
opens only when the appropriate ligand binds to it and it is in a depolarized environ-
ment,28 and second, that it admits calcium ions.29 If a stimulus causes release of
glutamate onto a dendrite whose membrane is near resting potential, then the NMDA
channels are blocked by magnesium ions.28 However, if the same input occurs when
other excitatory inputs are active as well, then the local depolarization ejects the
magnesium ion and unblocks the NMDA channel. Single synaptic events are unlikely
to generate sufficient depolarization to allow NMDA channels to open. However, if
several synapses are active within a short period of time, the temporal and spatial
summation of their effects depolarizes the dendrite enough to allow the NMDA recep-
tor channel to open The resulting calcium flux is no doubt of great significance because
of the many intracellular processes that are triggered by or dependent upon the free
calcium concentration. Some of these processes, such as the activation of calcium/
calmodulin kinase or protein kinase C, could result in synaptic stabilization.

In most systems where the NMDA receptor has been implicated in activity-
dependent modification of connections, it is the glutamatergic synapses themselves
that are affected. In the binocular system of Xenopus however, activation of NMDA
receptors by glutamatergic retinotectal axons may trigger processes that stabilize not
only those synapses but also otner synapses onto the same dendrites. If, as seems likely,
isthmotectal axons terminate on the same tectal cells that receive direct retinotectal
input, then isthmotectal synapses could be influenced by changes occurring within the
dendrite. For example, NMDA could trigger the dendrite to release some trophic
substance that would be available to all inputs to the dendrite. In order for such a
mechanism to selectively stabilize "appropriate" isthmotectal axons, a further postulate
is necessary, namely that the recent history of activity of the isthmotectal axon itself
determines whether it is susceptible to the trophic influence of the dendrite. This
mechanism would predict that some event, such as calcium influx into the isthmotectal
synapse, would prime it to be stabilized by the trophic substance. If the isthmotectal
input to the dendrite failed to be active during the proper time window (as would tend
to occur if the isthmotectal axon were in the wrong location relative to the contralateral
map), then it would fail to be stabilized; perhaps it even would be actively destabilized.
Over time, such a mechanism would promote the formation of matching maps.
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In order to test the possibility that the NMDA receptor is required for matching
of the ipsilateral and contralateral maps in the tectum of Xenonus, we have investigated
the effects of blocking the NMDA receptor during the critical period.u We chose to
perform this study using animals with a rotated eye rather than otherwise normal frogs
because we wanted to be able to distinguish the roles of activity mechanisms from
chemoaffinity cues. Because the blockage of NMDA receptors seemed unlikely to
interfere with the latter, we suspected that such treatment might produce a result
similar to that observed in dark-reared frogs, in which the isthmotectal projection
forms a map that retains a recognizable degree of order, particularly along the mediolat-
eral tectal axis, probably reflecting the initial order the axons display when they first
enter the tectum.5 After eye rotation, it is a straightforward matter to determine
whether the isthmotectal axons have responded to the altered visual input due to the
eye rotation, because such axons must ignore chemoaffinity cues and enter regions of
the tectum where they normally would never be found.

We compared the maps in frogs that had had 90* clockwise rotations of the left eye
as late tadpoles, followed by several months of treatment with either NMDA itself or
the NMDA antagonists DL-2-amino-5-phosphonovaleric acid (APV) or 3-((-+)-2-
carboxypiperazin-4-yl)-propyl-l-phosphonic acid (CPP). 0 The drugs were adminis-
tered by implanting slabs of the slow-release polymer Elvax, which had been prepared
with 0.1 mM of the appropriate drug or, as a control, with distilled water. As FIGURE
7B shows, the untreated frogs showed the expected rearrangements of their ipsilateral
maps. In contrast, the APV produced a different outcome (FIGS. 7C & 7D). The
contralateral map was rotated by 90, in accord with the rotation of the left eye, but

A. Normal B. Control Rotated
A A

L R L 7

P p

C. APV D. APV
A A

L H L

FIGURE 7. (A & B) Rotation of the left eye by 90 in an otherwise normal tadpole induces the
ipsilateral map by rotate by 90° to match the contralateral map. (C & D) Chronic treatment with
the NMDA antagonist APV prevents the ipsilateral map from changing its orientation to match
the contralateral map
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the ipsilateral map had not rotated to match. Instcad, th, ipsilateral map showed a
recognizable, albeit degraded, topography, and that topography was essentially normal
in orientation. (These ipsilateral maps look very much like the ipsilateral maps seen in
dark-reared frogs.) CPP also prevented congruence of the binocular maps but had the
as yet unexplained additional effect of sometimes disrupting the contralateral map,
which itself is still slowly shifting (see below). The maps from the NMDA-treated frogs
were indistinguishable from untreated ones. This result thus indicates that blocking
the NMDA receptor does not prevent isthmotectal axons from forming a crudely
organized map, but it does prevent them from responding to altered visual input by
shifting their connections in such a way as to bring the ipsilateral map into register
with the contralateral map.

The use of slow-release vehicles is complicated by the fact that it is difficult to assess
the effective concentration of the administered drug in the tissue. In particular, one
must worry whether the dosage is so high as to produce unwanted effects such as total
suppression of activity. In order to assess whether the dosage of APV in our implants
could be so high as to block retinotectal transmission, we performed some experiments
to determine whether retinotectal axons still activate tectal cells when APV is being
administered. We implanted slices of APV-impregnated Elvax into the right tecta of
young juveniles, waited for 2 weeks, and then recorded the ipsilateral visual activity in
the left tectum (FIG. 8). Because the only pathway for ipsilateral input to the left tectum
depends upon transmission through the right tectum, successful recording of ipsilateral
input to the left lobe would prove that at least some components of the retinotectal
projection are still able to activate tectal cells in the presence of APV on the right lobe.
We did in fact find that the ipsilateral units could be recorded with no difficulty. In
order to have a quantitative measure of the responsiveness of the units, we stimulated
the units with flashes of light and collected the resulting spike data. The results indicated
that there is no statistically significant difference in the response of the tectum after
chronic treatment with APV when compared with age-matched controls (FIG. 9).31

THE CRITICAL PERIOD

Xenopus frogs normally lose plasticity during the first few months after metamor-
phosis.12 This phenomenon is demonstrated by comparing the results of rotating one

FIGURE 8. Method for assessing effects of
chronic drug treatment of the right lobe of tectum
by recording tecto-isthmo-tectal output to the left
lobe.

recording
site

APV in
Elvax c Z
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FIGURE 9. Flashes of light elicit normal amounts of firing from ipsilateral units in young juvenile
frogs chronically treated with APV. The TOTAL columns indicate the average of OFF and ON.

eye by 00° or 180 ° at different ages. Such rotations performed before eye migration
begins lead to complete compensation by the isthmotectal projection. However, eye
rotation performed just a few days later, at the end of metamorphosis, will elicit
compensation only for the 90 rotations. Some low-level response to eye rotation does
persist, however. For example, we find that 90 eye rotation at 8 months, followed by
3 months of survival, sometimes leads to partial disorganization of the ipsilateral map.
Some remnants of plasticity might be expected, given that the Xenopus eye continues
to grow throughout postmetamorphic life, leading to a continued, gradual "sliding" of
the retinal projection across the tectum, for which the ipsilateral projection must
compensate.

What could account for the loss of the magnificent degree of plasticity displayed
by tadpoles as the animals mature? Perhaps there is a reduction in the number or
activity of NMDA receptors. Our result with NMDA receptor blockers showed that
we could, in a sense, mimic the normal loss of plasticity by diminishing NMDA
receptor function, so we reasoned that normal loss of plasticity could result from the
loss of NMDA receptor function. There are several ways in which this could come
about, such as a decrease in NMDA receptor number, a change in NMDA channel
kinetics or voltage dependence, 3 or an increase in the relative strength of inhibitory
circuits. Because there are already data indicating that NMDA receptor function
decreases with age in other systems,"" - 7 we embarked on a study to determine whether
NMDA treatment could restore plasticity in frogs that had passed the normal end of
the critical period." We implanted slabs of slow-release Elvax polymers containing 0. 1
or 0.4 mM NMDA under the tectal pia in frogs with 90 rotation of the left eye. Other
frogs with eye rotations received drug-free implants as controls. As FIGURE IOA shows,
the maps recorded 3 months later in the drug-free tecta remained out of alignment,
but the maps from the NMDA-treated tecta (FIG. 10B) showed that the NMDA had
indeed restored plasticity. Excellent registration was found bet' ieen the ipsilateral and
contralatcral maps, whereas the maps from the control frogs showed essentially no
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congruence. This result supports our hypothesis that NMDA receptor function may
play a role in normal developmental loss of plasticity.

We used the same sort of quantitative analysis described above to test whether
chronic treatment with NMDA altered the responsiveness of the tectum. We found
that it did do so: the chronic treatment for 3 weeks yielded about 35% more responses
per stimulus than normal. We do not yet know whether the increase in activity and
the restoration of plasticity are causally related, but we suspect not, because there is
no difference between the responsiveness of the untreated tectum of critical period
juvenile frogs and the untreated tectum of older frogs that have lost their plasticity.
Thus, for normal frogs, we see no changes in overall activity that are correlated with
changes in plasticity.

There are several plausible interpretations of the possible mechanism by which the
NMDA could alter the tectum in such a way as to promote plasticity. As stated above,
it is possible that there is a normal decrease in NMDA receptors during development.
Such a decrease could bring the NMDA-receptor-mediated calcium fluxes below a
threshold level necessary to trigger changes in synaptic stabilization. In that case, the

A CONTROL B. NMDA

L " R L ) R

P P

FIGURE 10. (A) Rotation of one eye in a frog at 8 months past metamorphosis usually does not
lead to realignment of the ipsilateral map, as assessed by recording 3 months later. (B) The same
manipulation leads to realignment of the ipsilateral map if the tectum is chronically treated with
NMDA during the period after the eye rotation. Filled symbols: contralateral units: open symbols-
ipsilateral units.

addition of exogenous NMDA might help to keep open any NMDA receptors that are
opened by visual input for a bit longer than they would be otherwise and thus allow
extra influx of calcium, bringing the calcium level to threshold.

A quite different sort of effect of chronic NMDA has been suggested by Cline and
Constantine-Paton," based on the work of Debski et al.0 They find that chronic
NMDA treatment of Rana pipiens reduces the responsiveness of the tectum to addi-
tional application of NMDA. In order to explain how chronic NMDA treatment
can promote activity-dependent sharpening of ocular dominance bands in surgically
produced three-eyed frogs, they suggest that this desensitization makes the criteria for
activating the receptors more stringent in that the correlation of activity of the retinotec-
tal terminals on a given dendrite must be quite strong in order to open the receptors.
Thus, only the best matches are retained, and the less well correlated connections are
not. This model then implies that normal levels of NMDA r ,ptor function are
sufficient for moderate sharpening of maps, whereas reductions :eceptor sensitivity,
perhaps coupled with exogenous NMDA, lead to increased precision. In interpreting
our results on restoration of plasticity with NMDA, we could apply this model if we
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assumed that NMDA receptors are actually more easily triggered in postcritical-period
frogs than in younger ones or that the subsequent events triggered by NMDA receptor
activation occur more readily in older animals. Thus, in older animals, eye rotation
would not lead to successful reorientation of the ipsilateral map because many inappro-
priate connections made by isthmotectal axons would be capable of being stabilized.
Chronic NMDA and resulting desensitization of the NMDA receptors would permit
reorganization of the map by decreasing the likelihood that inappropriate branches
would persist. Only branches that had successfully located sites with appropriate
retinotectal activity would be stabilized.

Another way of manipulating the duration of plasticity in Xenopus is to rear the
animals in the dark. Dawes et al. have shown that this manipulation remarkably
prolongs plasticity,"' even two years beyond the normal end of the critical period (S.
Grant, personal communication). Although dark-rearing in mammals has been found
to prolong plasticity,42 such plasticity qeems to be confined primarily to physiological
changes in synaptic efficacy rather than to structural rearrangements of the locations
of connections.4" In contrast, the prolonged plasticity in Xenopus involves the capacity
for alteration of axonal arbor locations, because rotation of an eye of a dark-reared
frog leads to rearranged maps, which come about only when axons are able to grow to
regions of the tectum where they normally never are found. It will be of great interest
to learn whether dark-rearing keeps the NMDA receptors as they normally are during
the critical period.

THE PROBLEM OF SIMULTANEITY VERSUS CORRELATION
OF FIRING

The Hebbian mechanism has been invoked in several other systems, such as the
retinotectal projection of frogs and fishes and the geniculocortical projection of mam-
mals." '4 6 In these systems, the matching mechanism is generally assumed to depend
upon essentially simultaneous firing of the afferent axons. In contrast, in the binocular
system of Xenopus. there is a time delay of as much as 13 msec between the arrival of
the first retinotectal impulses and the onset of isthmotectal firing.4" Is this a major
obstacle for the model we have presented? Probably not, for several reasons, which we
will present next.

First, we have examined the possibility that the correlations that take place in the
tectum are not between the isthmotectal axons and the retinotectal axons, but instead
involve another set of axons that we have not yet described, namely the uncrossed
isthmotectal projection. The NI projects not just to the opposite tectum (via what we
will refer to as the crossed isthmotectal pathway), but also to the tectum on the same
side of the brain (via the uncrossed isthmotectal pathway) (FIG. I).' The uncrossed
projection could serve as a delay line, because visual input to the tectum via the
retinotectal projection is relayed to the NI, which then sends it back in a reciprocal
topographic pattern. Thus, the contralateral eye's activity arrives at the same place in
the tectum twice, first via the optic nerve and second via the uncrossed isthmotectal
pathway. This isthmic projection terminates in the superficial layers of the tectum and
thus could mediate interactions with the crossed isthmotectal axons. The relative delay
between the firing of the two isthmic inputs is probably only a few milliseconds, because
both are subjected to comparable synaptic delays at the retinotectal and tectoisthmic
synapses. In order to test whether the crossed isthmotectal axons (ipsilateral eye input)
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are dependent upon interactions with the uncrossed isthmotectal axons (contralateral
eye input), one NI was ablated in tadpoles that had had one eye rotated."' Thus, the
crossed axons from the spared NI would encounter intact retinotectal input but would
not be able to interact with uncrossed isthmotectal axons. Electrophysiological mapping
several months later revealed that the crossed isthmotectal fibers had been able to shift
in response to the eye rotation, despite the absence of the reciprocal set of fibers
connecting the tectum and NI. This result strengthens the hyprthesis that the crucial
interactions are between retinotectal and crossed isthmotectal axons that converge on
common postsynaptic targets, but the possibility still remains that thalamotectal axons
or intratectal collaterals could play a role.

There are other reasons for suspecting that the 13-msec delay is not an insurmount-
able obstacle to our working hypothesis. First, the kinetics of the NMDA receptor are
relatively slow: it is slow to open and it can remain open for tens or even hundreds of
milliseconds. For example, in hippocampal CAI cells, associative long-term potentia-
tion may be induced if paired stimuli are separated by as much as 40 msec.4 ' Thus, the
burst of spikes coming from a retinotectal input could open NMDA channels and keep
them open for at least as long as it takes for isthmotectal firing to begin. Second,
the calcium influx resulting from NMDA receptor opening could persist beyond the
retinotectal firing duration. Moreover, the processes resulting from calcium influx, such
as phosphorylation of proteins, could be quite prolonged. Moreover, the ultimate effect
of stabilizing or destabilizing the isthmotectal terminal may be mediated by a retrograde
messenger released by the dendrite, and such a retrograde signal would also have the
potential for persisting for tens of milliseconds.

SYNAPTIC RELATIONSHIPS IN THE TECTUM

In order to understand the possible means by which isthmotectal axons are influ-
enced by retinotectal activity, we have investigated the connections of the isthmic axons
that bring input to the tectum from the ipsilateral eye. By filling those axons with
horseradish peroxidase and using electron microscopy, we have determined that isth-
motectal axons make very ordinary asymmetric synapses onto dendrites. -' We see no
signs of more exotic connections, such as axo-axonal synapses between retinotectal and
isthmotectal terminals (although the lack of morphologically identifiable structures
certainly does not prove that there are no nonclassical interactions). Thus, our model
is in accord with what we currently know about the ultrastructure of the tectum.

CONCLUSION

We have presented evidence that the NMDA receptor is a crucial component of
the process by which visual activity promotes the orderly matching of binocular maps
in the visual system of developing Xenopus frogs, and we suggest that changes in
NMDA receptor function may underlie the normal loss of plasticity that occurs with
maturation.
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INTRODUCTION

It is a widely held belief that the modification of brain, especially neocortex, by
sensory experience is a likely basis for memory in mammals. One model system in which
such experience-dependent changes can be studied is the ascending visual pathway in
the cat. In this system, the frontally placed retinae give rise to two independent streams
of sensory information that are combined at the level of the striate cortex (area 17) to
form a single percept of visual space. Wiesel and Hubel demonstrated 25 years ago
that the binocular connections in cat visual cortex can be dramatically altered by simple
forms of sensory deprivation, such as the temporary closure of one eyelid (monocular
deprivation; MD) or the misalignment of the two eyes (strabismus).' The modification
of binocular connections by sensory experience does not occur throughout life, however;
it is restricted to a "critical period" of early postnatal development.2 The sensitivity of
cat visual cortex to brief (7- 14 day) MD develops at about 3 weeks of age and disappears
by 3 months of age. 3 This is a period of rapid head and body growth in which plasticity
of binocular connections evidently is normally necessary to maintain proper retinal
correspondence.

We divide the problem of visual cortical plasticity into three parts. First, what
controls the onset and duration of the critical period? The answer to this question is
unknown at present, but some interesting possibilities include specific patterns of gene
expression4'5 that may be under hormonal control.' Second, within the critical period,
what factors enable synaptic modification to proceed? This question is prompted by
the observation that many experience-dependent modifications of visual cortex seem
to require that animals attend to visual stimuli and use vision to guide behavior 1 The
best candidates for "enabling factors" are the neuromodulators acetylcholine and
norepinephrine that are released in visual cortex by fibers arising from neurons in the
basal forebrain and brain stem.8 Third when modifications are allowed to occur during
the critical period, what controls their direction and magnitude? This is the part of the
problem where we believe that excitatory amino acid (EAA) receptors play a central
role.' - I

Consider a single cortical neuron receiving input (via the lateral geniculate nucleus)
from homotypic points on the two retinae. When patterns of retinal activity in the

'This work was supported by the National Institutes of Health and the Office of Naval Research.
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two eyes occur in register, then the binocular connections in cortex consolidate and
strengthen during the critical period. However, when the patterns of retinal activity
are brought out of register, either by MD or strabismus, then the binocular connections
are disrupted: effective inputs are retained and ineffective inputs are lost, where "effec-
tiveness" is determined by whether an input drives the cortical neuron beyond some
threshold. These theoretical considerations have led naturally to the hypothesis that
excitatory synapses in visual cortex are consolidated during development when their
activity consistently correlates with target depolarization beyond a critical level."4-"
What mechanism can support this form of "Hebbian" modification?

One strong candidate is the N-methyl-D-aspartate (NMDA) receptor mechanism.
NMDA receptors are thought to coexist postsynaptically with other types of EAA
receptors.""' Together, both NMDA- and non-NMDA-type EAA receptors mediate
excitatory synaptic transmission in the kitten striate cortex.'9 The ionic conductances
activated by non-NMDA receptors at any instant depend only on input activity, and
are independent of the postsynaptic membrane potential. However, the ionic channels
linked to NMDA receptors are blocked with Mg"' at the resting potential, and become
effective only upon membrane depolarization. 2 '.| Another distinctive feature of the
NMDA receptor channel is thx, it will conduct calcium ions.22 23 Hence, the passage of
Ca 2

- through the NMDA channel could specifically signal when pre- and postsynaptic
elements are concurrently active. This property led naturally to the hypoth -is that
synaptic consolidation in the visual cortex occurs when the NMDA receptor-m,.diated
Ca 2 flux exceeds some critical level.9

As the other papers in this volume attest, this hypothesis is supported by work on
a wide range of model systems. Besides the pioneering studies on long-term potentiation
(LTP) in adult hippocampus,24' 5 work on the retinotectal projection in goldfish, 26 and
on both the retino- and isthmotectal projections in frogs, 27-30 indicates that NMDA
receptor activation is an essential step in the strengthening of coactive synapses. This
hypothesis is also supported by several lines of research in the visual cortex. For
example, it is now well documented that a form of LTP can be elicited in visual cortex
and that this depends on NMDA receptor activation.3'- 34 Furthermore, blockade of
visual cortical NMDA receptors in vivo disrupts the physiological' 3 .""' and anatomi-
cal 7 consequences of visual deprivation during the critical period. Thus, there appears
to be strong support for the idea that NMDA receptor mechanisms subserve a Hebbian
form of synaptic modification in many locations in the vertebrate brain, including the
cat visual cortex.

A second form of modification, however, appears to be required to explain visual
cortical plasticity. Recall that, according to our reasoning above, a theoretical conse-
quence of input activity that fails to correlate with postsynaptic depolarization is a
weakening of synaptic efficacy.'" Indeed, there is direct evidence that retinal activity
promotes synaptic weakening in striate cortex under conditions where cortical neurons
are unable to respond normally.' 3 What mechanism can support this form of use-
dependent synaptic depression?

Clearly, activation of non-NMDA receptors can signal input activity regardless of
the level of postsynaptic depolarization. This line of reasoning has led us to investigate
further the consequences of activating non-NMDA receptors in the visual cortex, with
the specific aim of identifying a possible mechanism of synaptic weakening. We have
become interested in a type of non-NMDA receptor, which we call the Q, receptor,
that is linked, probably via a G protein, to the enzyme phospholipase C (PLC). PLC
catalyzes the hydrolysis of membrane phosphoinositides to form diacylglycerol (DAG)
and inositol trisphosphate (IP 3), both of which serve as intracellular second messengers
(FiG. 1). In this paper, we discuss our current understanding of the pharmacology and
development of the Q2 receptor in the neocortex. In addition, we present preliminary
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evidence suggesting that activation of this receptor may be required for some forms of
experience-dependent modification in kitten visual cortex.

PHARMACOLOGICAL CHARACTERIZATION OF THE Q2
RECEPTOR

The ability of certain EAAs to stimulate the hydrolysis of phosphoinositides was
first demonstrated in cultures of striatal neurons.39 Subsequently, EAA-stimulated
phosphoinositide (PI) turnover was shown to occur in a number of tissues, including
hippocampal slices, cerebellar granule cells in culture, cortical synaptoneurosomes, and
frog oocytes injected with rat brain mRNA." 9 Although differences between systems
exist, there is general agreement that PI turnover in most locations is potently stimu-
lated by quisqualate, ibotenate, glutamate, and trans-l-amino-l,3-cyclopentane dicar-
boxylic acid (trans-ACPD). Sensitivities to other EAAs have been reported, but this
evidently depends on the source of tissue. For example, NMDA stimulates PI turnover
in striatal and cerebellar neurons in culture.9 .42

To investigate the relative effectiveness of different EAAs in neocortex, we assayed
PI turnover in synaptoneurosomes prepared from rat and cat.' 41 In both tissues we
found ibotenate, quisqualate, and glutamate to be effective agonists. We also found that
NMDA was ineffective in stimulating PI turnover (FIG. 2), and that the NMDA
receptor antagonist 2-amino-5-phosphonovaleric acid (AP5) did not reduce glutamate-
stimulated PI turnover. Thus, in neocortex, PI turnover is stimulated by EAAs specifi-
cally at a non-NMDA receptor site. Work using hippocampus"° and frog oocytes
injected with rat brain mRNA43 has led to a similar conclusion.

It was originally proposed that two different EAA receptors stimulate PI turnover in
neurons: a receptor that prefers ibotenate, and one that prefers quisqualate1 0 Evidence
leading to this hypothesis is that ibotenate is most effective in stimulating PI turnover
in hippocampus, whereas quisqualate is the more potent agonist in striatum, cerebellum,
and rat whole forebrain. Schoepp and Johnson,45 however, have demonstrated in hippo-
campal slices that maximal stimulation of PI hydrolysis by ibotenate and quisqualate

,K
+

Glutamate 0

DAG M+

IP3 PIP2 Na* g

FIGURE 1. A hypothetical postsynaptic response to glutamate. Upon release as a neurotransmit-
ter, glutamate binds to the N-methyl-D-aspartate receptor (N), which is blocked by magnesium
at resting membrane potentials, and to a quisqualate receptor associated with an ion channel (Q).
Additionally, glutamate may bind to a second type of quisqualate receptor linked to phosphoinosi-
tide metabolism (Q2). Upon the binding of glutamate to the Q2 receptor, phospholipase C (PLC)
is activated via a G protein (G); PLC breaks down phosphatidyl inositol-4,5-bisphosphate (PIP 2)
into second messengers diacylglycerol (DAG) and inositol-1,4,5-trisphosphate (1P 3).
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FIGURE 2. The effects of different excitatory
amino acids on [3H]inositol phosphate accumula-
tion in synaptoneurosomes prepared from 5-
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azole-4-propionic acid (AMPA) are without

100 _ effect. Results are means ± SEMs from at least
three experiments. Methods in reference 11.
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is not additive, suggesting that they act at a single site (in contrast, stimulation by
quisqualate and acetylcholine is additive, confirming that these act at separate sites).
Similarly, Desai and Co-n 5' l.ive presented evidenLc that quisqualate and ibotenate
both act as partial agonists at the same site stimulated by trans-ACPD. This conclusion
is also supported by work by Sugiyama et al.4 3 in the oocyte preparation. It thus seems
reasonable to conclude that in cortex PI turnover is stimulated by a single type of
non-NMDA EAA receptor.

The pharmacological profile of EAA-stimulated PI turnover in hippocampus and
neocortex suggests that the quisqualate (Q) receptor is specifically involved. However,
the selective Q agonist a-amino-3-hydroxy-5-methylisoxazole-4-propionic acid
(AMPA) does not stimulate PI turnover (FIG. 2), and the Q antagonists 6-cyano-7-
nitroquinoxaline (CNQX) and kynurenate do not block quisqualate-stimulated PI
turnover. For this reason, we divide Q receptors into two classes, Q, and Q2 (FIG. 1).
Q, receptors are those sensitive to AMPA, CNQX, and kynurenate; activation of these
receptors leads to an ionic conductance. Q2 receptors are those sensitive to trans-ACPD;
activation of these receptors leads to PI hydrolysis. It should be noted that other
nomenclatures have been proposed: QP or IBO receptor, 0 metabotropic glutamate
receptor (mGluR or GiuR),12 and the ACPD receptor." We favor Q2 because of its
simplicity (and because we thought of it).

It has been shown that quisqualate and glutamate potently stimulate PI turnover
in cultured astrocytes. 51 How do we know what fraction of the EAA-stimulated PI
turnover we measure in cortex is neuronal in origin? Palmer et aL t" have shown in
rat hippocampal slices that NMDA inhibits quisqualate-stimulated PI turnover in a
calcium-dependent fashion. These data suggest that the bulk of the EAA-stimulated
PI turnover measured in hippocampus occurs in neurons because astrocytes do not
express NMDA receptors." It should be noted that Baudry et aL.5 found that NMDA
also inhibits carbachol-, histamine-, and depolarization-induced stimulation of PI turn-
over in hippocampal slices. We have performed similar experiments in visual cortical
slices, and also find that NMDA can completely block quisqualate stimulation of PI
turnover (FIG. 3). The inhibition of PI turnover by NMDA in slices may be solely due to
excitotoxicity, but the interesting possibility remains that this may be a physiologically
relevant regulatory mechanism. 6 In any case, these data support the idea that Q2
receptors are expressed on visual cortical neurons.
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Certainly, the elucidation of the function of EAA-stimulated PI turnover depends
on the development of potent and selective antagonists of the Q2 receptor. Several
compounds with antagonist-like properties have been described, including 2-amino-4-
phosphonobutyrate (AP4), 2-amino-3-phosphonopropionate (AP3), and L-serine-O-
phosphate (LSOP). Nicoletti et al.4

1 have shown that both AP4 and LSOP inhibit
stimulation of PI turnover by ibotenate in adult rat hippocampal slices. These com-
pounds, however, are not selective for the Q2 receptor.46 Moreover, AP4 and LSOP
actually stimulate PI turnover in hippocampal slices from neonatal rats. The use of AP3
as a Q2 inhibitor will be discussed in detail below, when we consider the involvement of
these receptors in visual cortical plasticity.

DEVELOPMENT OF THE Q2 RECEPTOR

One of the most striking features of EAA-mediated PI turnover is its dependence
on the age of the animal. First to describe the developmental profile of the Q2 receptor
was Nicoletti et al.4" Using rat hippocampal slices, they showed that stimulation of PI
hydrolysis by ibotenate and glutamate is at least 3 times greater in neonates than in
adults. A similar developmental profile was found using rat neocortical synaptoneuro-
somes 8 We found that glutamate-stimulated PI turnover is maximal at I week of age,
when it is approximately 5 times the adult value (FIGs. 4A & 5A). By 5 weeks of age,
however, EAA-stimulated PI turnover declines to the low adult level. It is interesting
to note that Q2 receptors appear to develop postnatally, as glutatnate was found to be
ineffective in stimulating PI turnover in newborn rat neocortex. Thus, the increase in
EAA-stimulated PI turnover occurs coincident with the period of most rapid synapto-
genesis in rat neocortex1' These observations have led to speculation that EAA-
stimulated PI turnover plays a special role in cortical development and plasticity." 4

As was discussed earlier, modification of binocular connections in visual cortex by
sensory experience is also restricted to a critical period of early postnatal development.
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In kittens, sensitivity to lid closure begins at about 3 weeks of age, peaks at 5 weeks,
and disappears between 12 and 16 weeks.3 We were, of course, keenly interested in
how well the developmental profile for EAA-stimulated PI turnover maps onto this
profile of the critical period. A synaptoneurosome preparation of kitten area 17 was
used to investigate this possibility.''

As illustrated in FIGURE 4B, the developmental differences in glutamate-stimulated
PI turnover in kitten striate cortex were similar to those observed in rat neocortex;
stimulation in the neonate was greater than 3 times the adult value. The more potent
agonist ibotenate was used to stimulate PI turnover in the striate cortex at different
postnatal ages, and the results are shown in FIGURE 5B. The postnatal changes in
ibotenate-stimulated PI turnover show a remarkable correlation with the development
of ocular dominance plasticity in kitten striate cortex. Thus, when the striate cortex is
most sensitive to sensory deprivation, it is also most sensitive to stimulation of PI
hydrolysis by certain excitatory amino acids.

It is interesting to note that other receptors linked to PI turnover, such as the M,
acetylcholine receptor and the a, norepinephrine receptor, do not share this same
developmental profile. For example, in rat hippocampus, Nicoletti et aL4' found that
norepinephrine does not potently stimulat PI turnover until after 3 weeks of age. In
kitten striate cortex, the muscarinic agonist carbachol stimulates PI hydrolysis at all
ages, indicating that the transient increase in stimulated PI turnover during the critical
period is relatively specific to a mechanism linked to the Q2 receptor.

The normal development of Q, receptors in striate cortex evidently requires visual
experience. We found that the transient rise in ibotenate-stimulated PI turnover at 5
weeks of age did not occur in the striate cortex of dark-reared kittens. In contrast,
stimulation by :rhihol was unaffected by visual deprivation. These findings further
support the idea thiat EAA-stimulated PI turnover may play a specific role in develop-
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FIGURE 4. Stimulation of PI turnover by glutamate. Accumulation of ['H]inositol phosphate
was measured in synaptoneurosomes prepared from (A) rat neocortex and (B) cat striate cortex.
In both cases, glutamate was more effective in young animals (postnatal day 7 in the rat, and 33
in the cat) than in adults. Results are means ± SEMs from at least three experiments. Data in A
redrawn from reference 48. data in B. from reference 1I. Table I.
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mental plasticity because dark rearing is known to postpone the onset of the critical

period.'0

Q2 RECEPTORS AND OCULAR DOMINANCE PLASTICITY

The evidence discussed in the preceding section suggests that at the same ages that

retinal activity drivzs synaptic modification in kitten striate cortex, excitatory synaptic

activity also stimulates a specific second-messenger cascade in visual cortical neurons.
These data are therefore consistent with our hypothesis that Q2 receptors play a central
role in the activity-dependent modification of striate cortex during the critical period.
Direct tests of this hypothesis have been hampered. however, by the lack of a potent

and selective antagonist.
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One compound that has shown some promise as an inhibitor of EAA-stimulated
PI turnover is 2-amino-3-phosphonopropionate (AP3). Using hippocampal minces
prepared from adult rats, Schoepp and Johnson 46 found that D,L-AP3 inhibits PI
turnover stimulated by 100 uM ibotenate with an ICo of approximately 120 uM. It is
of interest to note that AP3 had long been considered inert at EAA receptors, which
is not surprising, as AP3 has no effect on the specific binding of 3H-labeled ligands to the
other EAA receptor types (kainate, 6

1 AMPA, 62 N-acetylaspartylglutamate, 6 various
NMDA receptor ligands63). Thus, it appears that the action of AP3 is selective for the
Q2 receptor.

There are several indications, however, that the mechanism of AP3 action is com-
plex. First, the effectiveness of AP3 as an inhibitor is age dependent. Using hippocampus
from 1-week-old rats, Schoepp and Johnson4

" found that AP3 inhibited ibotenate-
stimulated PI turnover with an ICo of - 370 AM, more than 3 times the adult value.
Second, AP3 itself has been shown to stimulate PI turnover, weakly in comparison
with quisqualate and ibotenate, but nonetheless significantly (- 200% of basal with 1
mM AP3; Schoepp and Johnson47). Finally, the inhibitory effects of AP3 seem to vary
with the potency and concentration of the EAA agonist used to stimulate PI turn-
over.4 8" ' These considerations have led to the hypothesis that AP3 inhibits EAA-
stimulated PI turnover by acting as a "partial agonist" at the Q2 receptor. 46'47

.
5

1

Our own experiments using AP3 to antagonize EAA-stimulated PI turnover in
visual cortex have yielded mixed results. In synaptoneurosomes, we find that AP3
inhibits PI turnover stimulated by 10 MM ibotenate with an apparent ICo of about 80
MM (FIG. 6). Using slices of visual cortex, however, we find that the stimulation of PI
turnover by 10 MM quisqualate is not inhibited by AP3 in concentrations up to 1 mM;
in fact, the stimulation of PI turnover by quisqualate and AP3 appears to be additive.
There are a number of possible explanations for our results (differences in the prepara-
tion of the tissue, for example). They are consistent, however, with the hypothesis that
AP3 is a partial agonist where, by definition, the inhibitory effect depends on the
concentration and efficacy of the "pure" agonist used.65

These caveats notwithstanding, at the present time AP3 remains the most selective
pharmacological tool available to test the hypothesis that EAA-stimulated PI turnover
plays a specific role in visual cortical plasticity. Therefore, we performed a series of
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experiments to see if the chronic infusion of AP3 into the visual cortex would interfere
with the synaptic modifications that are elicited by brief MD during the critical period.
In our initial experiments, kittens were reared normally to approximately 8 weeks of
age, at which time one eyelid was sutured closed (TABLE 1). At the same time,
minipumps were implanted that could deliver solutions directly to the visual cortex at
a rate of I jil/hr. AP3 (50 mM) dissolved in sterile Ringer was infused into the
hemisphercs contralateral to the deprived eye; Ringer alone was infused into hemi-
spheres ipsilateral to the deprived eye. Then, 7-8 days later, the animals were prepared
for the physiological assessment of cortical binocularity according to routine proce-
dures. "

Electrophysiological recordings from the Ringer-treated (control) hemispheres con-
firmed that the period of MD was sufficient to cause an ocular dominance shift; the
large majority of visual cortical neurons responded preferentially to stimulation of the
eye that had been open. In striking contrast, most neurons responded vigorously
through both eyes in the contralateral, AP3-treated hemispheres (FIG. 7). These experi-
ments suggest that AP3 treatment can block the effects of MD in the visual cortex
contralateral to the deprived eye in 2-month-old kittens. Preliminary work, however,
suggests that AP3 treatment is less effective under conditions where the effects of MD
are more severe, for example, in the hemispheres ipsilateral to the deprived eye in
younger kittens. Although more work needs to be done, our impression is that the
effectiveness of AP3 in blocking the ocular dominance shift after MD varies as a
function of age. This perhaps is not surprising considering the age dependency of AP3"s
inhibition of EAA-stimulated PI turnover. 474

1

It should be noted that in cases where AP3 treatment blocks the ocular dominance
shift, it does not appear to disrupt other receptive field properties such as orientation
and direction selectivity. This result contrasts with the effects of chronic NMDA
receptor blockade, where most affected neurons lack normal selectivity and respon-
siveness. " This observation leads us to believe that AP3 is probably not exerting its
efficts on visual cortical plasticity by blocking NMDA receptors.' Of course, the
interpretation of our results using AP3 is still complicated by all the uncertainties
concerning the action of AP3 on the Q: receptor. There is clearly a need for a pure
antagonist of EAA-stimulated P! turnover. Nonetheless, our results are consistent with
the hypothesis that the Q2 receptor is centrally involved in the experience-dependent
modification of visual cortex during the critical period.

Assuming that this hypothesis is in fact correct, then what is the specific contribu-
tion of the Q, receptor to the mechanisms of visual cortical plasticity? Theoretical
analysis led us to propose that Q, activation might play a specific role in the process
of activity-dependent synaptic weakening "' " Evidence in support of this hypothesis
has been obtained recently by Stanton and colleagues in slices of hippocampus. They
find that activation of excitatory afferents coincident with strong hyperpolarization of
the postsynaptic target neuron leads to a lasting depression of synaptic effectiveness."
And. induction of this form of long-term depression, or "LTD," evidently is blocked
by application of AP3.

Of course it is possible that Q2-mediated PI turnover plays an entirely different role
in the mechanisms of synaptic plasticity than the one we propose here. For example,
Q2-stimulated PI turnover might lead to the release of intracellular Cal' and thus

"This also raises a question of theoretical interest. Is the absence of AP3 effects on selectivity

to be expected if the Q receptor specifically mediates use-dependent decreases in synaptic strength?
Although this question requires further study, post hoc reasoning suggests that the blockade of a
synaptic weakening signal would not necessarily have an effect on receptive field properties that
had been established previously.
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substitute for NMDA-receptor-mediated Ca 2' signals. Alternatively, Q2 receptor acti-
vation may simply mimic the effects of other modulatory inputs that are known to
stimulate P1 turnover. For example, acetylcholine stimulates PI turnover in cortical
neurons, and both ACh and the Q2 agonist trans-ACPD decrease a Ca2 *-activated
potassium conductance in pyramidal cell dendrites." Thus, it is possible that Q recep-
tors affect synaptic plasticity by modulating postsynaptic excitability. On the other
hand, because the neuron is so highly compartmentalized, it may not be ccrrect to
assume that a consequence of PI turnover at one locotion is equivalent to that at
another. If Q2 receptors are in fact located beneath modifiable excitatory synapses, it
is the PI turnover occurring in dendritic spines that is of special interest. Here, either
the diacylglycerol or inositol trisphosphate arms of this biochemical pathway could
selectively trigger decreases in synaptic strength.

SUMMARY AND CONCLUSIONS

Theoretical analysis suggests that in the visual cortex during early postnatal devel-
opment, afferent activity can yield either an increase or a decrease in synaptic strength
depending on the pattern of EAA receptor activation in cortical neurons. This moti-
vated us to study the mechanism of EAA-stinulated phosphoinositide turnover in
visual cortex. Available evidence suggests that P1 hydrolysis is stimulated by EAAs
primarily at a single receptor site (Q2 receptor), and that this site is distinct from both
the traditional quisqualate (Q1) receptor and the NMDA receptor. NMDA does,
however, inhibit EAA-stimulated PI turnover in visual cortex, confirming that the Q2
receptor is on visual cortical neurons (as opposed to glia). We find that Q, receptors
in the neocortex are exprcssed transiently during postnatal development. The develop-
ment"] time-course of EAA-stimulated PI turnover correlates precisely with the critical
period whei synaptic modifications are most readily elicited in visual cortex by changes
in sensory experience. The compound AP3 can inhibit EAA-stimulated PI turnover,
probably by acting as a partial Q2 agonist. and under some circumstances AP3 evidently
can interfere with experience-dependent synaptic modifications.

Increases io synaptic strength in visual cortex, as elsewhere, have been linked
specifically to activation of NMDA receptors. We propose that decreases in synaptic
strength may be specifically related to activation of the Q2 receptor. Further tests of
thi, hypothesis will require the development of selective and potent antagonists.
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PART II.IMOLECULAR MECHANISMS OF ACTIVITY-DRIVEN CHANGE

Introduction

This section focuses on cellular and molecular mechanisms that may be involved in
altering synaptic relationships. Neurons that are growing or regenerating their axons
express the neuron-specific phosphoprotein GAP-43 at high levels and transport it via
the rapid transport system to their growth cones and nerve terminals. After establishing
stable synaptic connections, most cells express very little GAP-43, but some, particu-
larly those in associative cortex and hippocampus, express it throughout life. Benowitz
and Perrone-Bizzozero discuss the correlation of its expression with synaptic develop-
ment and areas where learning may occur, and also address the mechanisms contolling
its expression. Norden et aL describe studies of the physiological role of GAP-43 in
nerve endings, the possible role in calcium regulation and in the control of membrane
fusion events that underlie both neurotransmitter release and insertion of new mem-
brane into growth cones.

Shashoua discusses another group of brain proteins, the ependymins, that are known
to be released from nonneuronal cells (because of a drop in extracellular calcium) and
that may aggregate at synapses participating in learning. He hypothesizes that these
depositions of matrix material are linked to the elaboration of synaptic contacts during
development and learning. This concept is supported by findings that ependymin
antibodies interfere with both and also stain the synaptic cleft in hippocampus.

Finally. Schilling et al. discuss the link between physiological activity and changes
in gene transcription, which could produce enduring changes. Second messengers (for
example, calcium) that are produced by activity alter the binding of proteins to regula-
tory elements in genes and thereby enhance or repress their rates of transcription.
Physiological stimulation in hippocampus may trigger a cascade of changes in which
early onset genes (for example, c-fos) are activated within minutes, their products
influencing the expression of other genes. Such cascades may change the functional
state and perhaps also the structure of the neurons involved.

Together, these lines of investigation are providing insights into one of the most
intriguing and daunting issues in neuroscience, how transient patterns of physiological
activity, such as those that accompany a fleeting experience, can bring about the
long-lasting changes in synaptic properties that become evident whenever we have
learned something new.
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In The Histology of the Nervous System of Man and Vertebrates, Ram6n y Cajal'
proposed that learning and memory utilize cellular mechanisms similar to those in-
volved in the initial development of synaptic relationships:

The extension, growth, and multiplication of neural processes do not stop at the time of
birth; they continue beyond that; and nothing is more striking than the difference that
exists between the newborn and the adult from the point of view of the length and number
of second and third order neuronal processes. Usage is without doubt a basic feature of
these modifications...

..The expansion of newly formed cellular processes do not advance haphazardly; they
are determined by the dominant patterns of neural activity, or again by the intercellular
associations that result from voluntary (mental) associations. It is thought that the expan-
sion of these new associations are accompanied by an active growth.

One molecule that may be common to the initial development of synaptic relation-
ships and to their modification later on in life is a phosphoprotein of the nerve terminal
membrane that was discovered ;ndependently in several labs and given a variety of
names, including GAP-43 (which will be used here), B-50, Fl, pp46, 48k 4.8, P-57
(neuromodulin), and GAP-48 (or protein 4). The present article will attempt to empha-
size aspects of this protein's structure, functions, and regulation not covered in other
recent reviews.21 3

EXPRESSION OF GAP-43 IN THE DEVELOPING NERVOUS
SYSTEM

Prior to undergoing final cell division and differentiation, neurons express very little
GAP-43. 4

. When differentiation is stimulated in culture, or when this process begins
'This work was supported by the National Eye Institute (EY05690), the National Institute of

Neurological Disease and Stroke (NS25830), and the Scottish Rite Foundation.
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in vivo, levels of the mRNA and protein rise rapidly coincident with the onset of
process outgrowth. ' - 8 In hippocampal pyramidal cells in culture, the protein is initially
abundant throughout the soma and its nascent processes when growth begins, but at
the point at which one process begins to extend more rapidly and becomes an axon,
GAP-43 withdraws from processes destined to become dendrites and gets redirected
down the axon.' The close temporal relationship between GAP-43 redistribution and
axonal differentiation indicates that the protein may play a causal role in this process.
In vivo, GAP-43 is densely concentrated along axons as they are elongating." ' ,"l As
development proceeds, the protein becomes less concentrated in the proximal portions
of the axon and moves out distally,"2 becoming one of the most abundant proteins of
the growth cone membrane.12- "In vivo, GAP-43 disappears from axons rather abruptly,
though for a brief period of time it remains concentrated in the immature synapses of
the neuropil. In much of the brain, this stage also lasts for only a short while, before
levels of the protein in the neuropil begin to drop sharply.5 .0 ', It may be significant
that the time of this transition coincides with the known time course of the critical
period, in which the pattern of synaptic relationships is amenable to being altered by
physiological activity (FIG. 1). In the rat cerebral cortex, for example, GAP-43 is
concentrated in the neuropil for only a few days in the first postnatal week, 6 the time
at which the thalamocortical projection of the facial vibrissae in the parietal cortex is
amenable to being altered by manipulating ascending aspects of the trigeminal pathway.
Likewise, in the hamster visual pathway, the time at which GAP-43 immunostaining
remains high in the superior colliculus coincides with the time in which synapses are
forming and are susceptible to being altered by experimental manipulations."0 In the
cat striate cortex, the period of intense neuropil staining similarly coincides with the
critical period for the formation of feature detectors. 7 Although levels of the protein
decline markedly in most regions of the brain, there are areas where high levels persist
throughout life, as reviewed below.

GAP-43 IN NERVE REGENERATION

As in the initial development of the brain's circuitry, GAP-43 also appears to be
involved in the regeneration of neural connections. In the optic pathway of lower
vertebrates, retinal ganglion cells increase their synthesis of the mRNA about 20-fold
within a few days of transecting the nerve. '"' Levels of the protein increase approxi-
mately 100-fold during the first few weeks of regeneration and begin to decline when
the axons reach the brain, though they remain above the levels in the intact pathway
throughout the period in which synaptic organization takes place. 2 " Regeneration of
peripheral nerves in mammals is likewise accompanied by large increases in the synthe-
sis of GAP-43 mRNA and protein.2" 26 During the course of this regeneration, the
protein is synthesized in the ganglionic neurons and conveyed not only down the
regenerating peripheral nerve, but down the unlesioned dorsal root as well. 2

1 It is
possible that this indiscriminate transport could have undesirable consequences if the
presence of GAP-43 (and perhaps other growth-associated molecules) makes the central
projections susceptible to being altered in their functional and structural relationships.
This could be a possible basis for the hyperalgesia that results when peripheral nerves
regenerate after injury in man.
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FIGURE 1. GAP-43 is concentrated in growing axons and nerve endings during brain develop-
ment, then decines in most brain regions after synapses mature. Levels peak in the neocortex at
postnatal day 4. at the height of synaptogenesis (and the critical period), then drop off rapidly.
Moderately high levels, however, remain in the molecular layer of the neocortex, basal forebrain,
and some other regions throughout life.
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GAP-43 IN THE ADULT NERVOUS SYSTEM

Although overall levels of GAP-43 decline sharply in most parts of the brain
after synaptogenesis has occurred," there are regions where appreciable levels persist
throughout life)0 In the adult rat, there is a sharp concentration gradient along the
neuraxis, with very little GAP-43 in the spinal cord or brainstem below the diencephalic
level, but with high levels of GAP-43 in the cerebral cortex, particularly in limbic
system structures, the striatum, the medial substantia nigra, and in a continuum of
subcortical structures from the olfactory bulb through the olfactory tubeicle, bed
nucleus of the stria terminalis, amygdala, preoptic area, and hypothalamus. 3' In the
primate brain, including that of man, the regional differences are even more striking,
perhaps reflecting a greater degree of functional specialization for synaptic plasticity.
Nelson et a. 2 reported a greater in vitro incorporation of radioactive phosphate into
GAP-43 (that is, protein F1) in membrane preparations from higher integrative areas
of the visual system than in membrane preparations from primary or secondary visual
cortex. In the human brain, we found that these differences reflected a general pattern
of regional variations in the levels of the mRNA and protein. Whereas GAP-43 expres-
sion is low in primary sensory and motor cortex, it is extremely high in much of the
associative neocortex, such as the inferior temporal cortex, perisylvian cortex, prefron-
tal cortex, and cingulate (FIG. 2). In the hippocampal formation, high levels of the
mRNA are found in CA3 pyramidal cells, and the protein is enriched in the molecular
layer of the dentate gyrus and in other subfields.33 34 Observations from clinical neuro-
psychology and physiological psychology indicate that higher integrative functions,
and perhaps the storage of memories, may involve just these structures, and it is
therefore intriguing to speculate that the presence of GAP-43 may be part of the
synaptic machinery that endows certain neurons with the potential for functional and
structural remodeling. 2 

9,32.3
5

SYNAPTIC REMODELING

Although the initial visualization of GAP-43 was in relation to axonal growth, its
abundance in all nerve endings during development, and its persistence in certain
synapses of the adult nervous system, suggest that it may be involved in synaptic
growth and change. One well-known instance of synaptic remodeling occurs in the
rat hippocampal formation (FIG. 3), where lesioning the perforant pathway induces
projections from hippocampal pyramidal cells (in the CA3 and CA4 fields) and other
areas to sprout collaterals that form new synapses in place of the ones lost by the
surgery. 6 During the course of this. GAP-43 levels increase greatly in the newly
sprouting terminals."" -8 Similarly, lesions of the fimbria-fornix have been reported to
induce changes in the levels of GAP-43 mRNA in neurons undergoing collateral
sprouting." Thus, even in the absence of extensive axonal outgrowth, the formation of
new synapses involves increased synthesis of GAP-43. This in turn implies that neurons
which constitutively express high levels of the protein under normal circumstances
may continuously be undergoing synaptic remodeling.



62 ANNALS NEW YORK ACADEMY OF SCIENCES

A B

4..

¢ D

FIGURE 2. GAP-43 remains abundant in associative and limbic portions of the human brain
throughout life. Levels are very low in primary sensory (A: visual cortex, Brodmann area 17) and
motor cortex (B: motor cortex, area 4). but are high in associative areas (C: inferior temporal
cortex) and parts of the hippocampal formation (D). These findings are consistent with a role
for the protein in associative mechanisms, as is also suggested by its implication in long-term
potentiation.
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MOLECULAR INTERACTIONS OF GAP-43

If GAP-43 is indeed related to the formation of neuronal relationships, it is impor-
tant to understand how this occurs in terms of the protein's interactions with other
cellular constituents. Toward this end, a number of studies have examined the relation-
ship of GAP-43 to major signal transduction systems of the nerve ending and the effects
of manipulating the protein on synaptic properties. The earliest mention of this protein
was in the context of it being a synaptic phosphoprotein, sensitive to changes in calcium
concentration but not cAMP.4°,"I Subsequent work showed that the phosphorylation
of GAP-43 is regulated by the calcium/phospholipid-dependent kinase, protein kinase
C (PKC). 4 '4 and that the protein is one of the principal substrates of this kinase.' 3 4

In procedures used to isolate the protein, both its kinase (that is, PKC) and the
kinase responsible for the phosphorylation of phosphatidylinositol phosphate (PIP) to
phosphatidylinositol 4,5-bisphosphate (PIP2 ) co-purify with GAP-43 (that is, B-50) for
several steps." Moreover, whereas antibodies to GAP-43, or dephosphorylating the
protein, both increase the activity of PIP kinase (thus producing more PIP 2), enhancing
the phosphorylation of the protein diminishes the activity of the enzyme.4 4 5 Because
PIP2 is subsequently hydrolyzed by phospholipase C to form diacylglycerol and inositol
trisphosphate, GAP-43 would be in a strategic position to regulate the activity of
protein kinase C and other Ca2*-dependent events, 46 thereby controlling any number
of physiological properties of the nerve terminal.

Another line of investigation has suggested that GAP-43 (that is, P-57 or neuro-
modulin) interacts with the calcium-binding protein, calmodulin.4

' The interaction of
the two proteins was first visualized by the photoaffinity labeling of GAP-43 with a
calmodulin derivative after the protein was extracted from the membrane." This
binding was found to take place only in the absence of calcium, and to occur only when
GAP-43 was dephosphorylated.4 7 The portion of GAP-43 that seems to be responsible
for the calmodulin binding4" is adjacent to the phosphorylation site (serine 41: see
below) and represents the most highly conserved portion of the molecule." Based upon
these observations, it was proposed that GAP-43 binds calmodulin and sequesters it
locally at certain sites along the nerve terminal membrane, releasing it to activate other
effector molecules (for example, calcium/calmodulin kinase) when calcium levels build
up (or when GAP-43 is phosphorylated). Conversely, calmodulin might serve to regu-
late the functions of GAP-43 in response to changes in calcium levels. It is difficult to
reconcile these ideas, however, with the observations that 1) the binding has not been
demonstrated when GAP-43 is still attached to the membrane,4" and 2) whereas the
binding requires the presence of an anionic detergent (Zwiers and Coggins, personal
communication), GAP-43, as a peripheral protein on the cytoplasmic face of the
membrane, presumably exists in an aqueous environment.

More recently, an interaction of GAP-43 with the signal transduction molecule,
G,, has been described.' The a andG3 subunits of G. are major constituents of neuronal
growth cone membranes, and in in vitro assays, purified GAP-43, or an NH,-terminal
peptide representing its first 24 amino acids, stimulated the binding of GTP to G,,.
Several approaches failed to reveal a strong association of GAP-43 to G protein
subunits; however, the possibility that this interaction occurs in vivo is strengthened by
the observation that one portion of GAP-43 that is involved in the interaction shares
a consensus sequence with other proteins known to interact with G proteins. "o Through
its interactions with G,, GAP-43 could be involved in transducing intracellular infor-
mation, either to influence the generation of second messengers or to directly influence
an ion channel. Along these lines, the introduction of antibodies to GAP-43 into
pheochromocytoma cells has been reported to alter calcium uptake.'
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The sequence of GAP-43 reveals a region at the NH2-terminal that is relatively
more hydrophobic than the rest of this very hydrophilic protein.7 Removal of the
NH 2-terminal region, through genetic engineering, renders the protein unable to bind
to the membrane, while conversely, adding the first 10 amino acids of GAP-43 to a
soluble bacterial protein causes the latter to associate with the nerve terminal mem-
brane. The two cysteines in positions 3 and 4 of the amino acid sequence are particularly
important for the membrane attachment."2 What has remained unclear, however, is
the basis of this linkage. Reducing agents that disrupt disulfide bonds do not affect the
binding of GAP-43 to the membrane, nor do chelating agents or high salt concentra-
tions; on the other hand, alkaline conditions and modest concentrations of anionic
detergents will dissociate the protein.45 3 '54 Two studies examined whether the linkage
of GAP-43 to the membrane involves fatty acid acylation: whereas one of these reported
palmitic acid incorporation into the protein,55 another did not find this.5" One possible
basis for this discrepancy lies in the fact that the two studies allowed the embryonic
neurons to develop under somewhat different culture conditions, one of which may
have been more conducive to acylation than the other. In any event, the observations
that 1) the acylation is dynamic and reversible, and 2) that (AP-43 seems to attach
to growth cone membranes regardless of acylation, suggest that this reaction is not
obligatory for the membrane attachment of the protein, but may have another modula-
tory role.

PHYSIOLOGICAL ROLE OF GAP-43

Several studies point to a possible role for GAP-43 (that is. B-50) in regulating
neurotransmitter release. In the hippocampal slice preparation, membrane depolariza-
tion causes a rapid and transient change in GAP-43 phosphorylation that parallels the
time course of transmitter release. 7 Moreover, the introduction of antibodies to GAP-
43 into isolated synaptosomes interferes with the calcium-dependent release of norepi-
nephrine." It is possible that this regulation could be a consequence of the reported
effect of GAP-43 on calcium influx." Because some synapses contain extremely low
levels of GAP-43. whereas others have high concentrations, " ' it seems likely that
whatever role the protein plays in transmitter release is not a prerequisite for this
process to occur, though it may modulate release from a limited subset of synapses. In
this regard, it is interesting to note that the macroscopic distributional pattern of
GAP-43 in the rat brain is rather similar to the distiibution of N-methyl-D-aspartate
(NMDA) receptors." This would suggest that in the adult nervous system, the protein
may be linked particularly to the modulation of glutaminergic transmission.

Routtenberg and his colleagues have provided evidence that long-term potentiation
(LTP), induced in the hippocampal formation following high-frequency stimulation of
the perforant pathway, may involve an enduring increase in the phosphorylation of
GAP-43 (that is, protein Fl)." " In this work. the perforant pathway was stimulated
in the living animal, after which phosphorylation was examined by labeling membrane
fractions of the hippocampal formation in vitro. This has raised the question of whether
the observed changes in GAP-43 phosphorylation actually occur in vivo. It has been
shown repeatedly that manipulations of protein kinase C activity do alter LTP, 6 5

although it is not yet certain whether it is the phosphorylation of GAP-43 per se, rather
than other substrates of the kinase, that is most relevant.

Whereas GAP-43 has been linked to presynaptic aspects of synaptic regulation.
NMDA receptors are involved in the postsynaptic induction of LTP (but not its
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persistence)." When LTP is blocked using an NMDA receptor antagonist, changes in
GAP-43 phosphorylation that normally accompany high-frequency stimulation of the
perforant pathway fail to appear. 7 One suggested route by which postsynaptic changes
(involving NMDA receptor activation and calcium influx) could influence presynaptic
physiology would be through the release of arachidonic acid or its metabolites; such
release has been reported to occur after the induction of LTP in hippocampal slices,68

and in turn, arachidonic acid can influence the activation of protein kinase C.

STRUCTURE AND REGULATION OF THE GENE

Through the isolation and sequencing of GAP-43 cDNAs and genomic DNA,
several interesting properties of the protein, mRNA, and gene have emerged. The
GAP-43 proteins of the goldfish, chick, mouse, rat, cow, and man, are highly hydro-
philic, charged molecules with a striking conservation of amino acid sequences in the
NH,-terminal region (FIG. 4 ).'-' "-s'v.71175 This region includes the membrane-
attachment site (and site of interaction with G,,: amino acids I - 10: references 50 and
52), the sequence surrounding the protein kinase C phosphorylation site (serine 41:
reference 76), and the putative calmodulin-binding site. " Past this point, whereas the
mammalian proteins are highly similar, goldfish GAP-43 diverges and shows only
occasional sequence similarity to the mammalian and avian proteins.'"' In all cases.
the sequence predicts a protein of only 210-230 amino acids with a molecular size
c about 24 kDa. This is far smaller than indicated by its migration position on
SDS-polyacrylamide gels. but predictable from its anomalous electrophoretic migration
properties and its sedimentation in density gradients."' 7

The 1.5-kilobase messenger RNA that encodes GAP-43 contains a very long un-
translated 3' erld. portions of which are as highly conserved throughout evolution as
the translated portion of the mRNA.1"' Certain sequences in the 3' end resemble
regions known to influence the rate of mRNA degradation (for example. AUUUA
regions and stem-loop structures, which are thought to bind proteins that modulate
ribonuclease activity). Consistent with this. GAP-43 levels appear to be controlled not
by transcriptional mechanisms but by the rate of mRNA degradation. In pheochromo-
cytoma cells, levels of GAP-43 mRNA increase substantially when cells are induced
to differentiate with nerve growth factor.'" r These cells, however, show active tran-
scription of the GAP-43 gene even in the control, undifferentiated state, and the rate
of transcription does not change with nerve growth factor tteatment." + "5 Similarly, in
goldfish retinal ganglion cells undergoing axonal regeneration, although levels of GAP-
43 mRNA increase approximately 20-fold within the first few days of crushing the
optic nerve.' the gene is transcribed at a moderate rate even in the intact state, and this
does not change during regeneration."' In studies on the rate of mRNA degradation, the
half-life of GAP-43 mRNA was found to increase markedly when cells were stimulated
to differentiate. This suggests that the key control point is the regulation of the stability

FIGURE 4. Much of the structure of GAP-43 has remained unaltered for a half a billion years.
Analysis of GAP-43 cDNAs from several species shows a high degree of conservation of the first
58 amino acids. which are thought to include the site that is phosphorylated by protein kinase C
iS-41. denoted with an asterisk), a region that binds the protein calmodulit (box with dashed
lines), and the membrane-binding domain (box with solid lines). GAP 43 is a highly charged.
acidic protein with no hydrophobic domains.
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of the mRNA." ' In view of the high degree of conservation for sequences in the 3'
untranslated portion of the mRNA, it is likely that stabilization is mediated by the
binding of specific proteins, in a growth factor dependent manner, to certain portions
of the 3' end, thereby influencing ribonuclease activity.

Induction of GAP-43 expression appears to be synonymous with the onset of
process outgrowth in neurons.3 Therefore. it might be concluded that any of a number
of signals that induce differentiation can stimulate the expression of GAP-43 mRNA
and protein. As is true for most aspects of neuronal differentiation, the transduction
mechanisms that underlie this are unknown. However, one source of signals controlling
GAP-43 expression appears to consist of factors that are retrogradely transported up
the axon. Many studies have shown that axotomy in peripheral nerves induces the
expression of GAP-43 mRNA and protein. ' 2' If peripheral nerves are ligated, s. that
growing axons are prevented from reaching their target cells, levels of GAP-43 mRNA
do not return to baseline levels, but remain high for a long period of time." This
suggests that the production of GAP-43 mRNA levels normally becomes suppressed
by a factor that travels up the axon when synapses are made with target cells." Support
for this hypothesis comes from studies that interfere with axonal transport using agents
that disrupt microtubules. When vinblastine is applied to the rat sciatic nerve, levels
of GAP-43 and its mRNA increase to the same degree as after crushing the nerve (FIG.

Studies on the structure of the GAP-43 gene8 3 
11 show no recognizable enhancer or

promoter regions within 10 kilobases of the transcription start site. The gene, however,
does have several prominent GA-rich stretches, which are believed to serve as potential
sites for the formation of H-DNA.S" This is a triple-stranded conformation that leaves
one strand free and potentially open for continuous transcription." This would be
consistent with the finding that GAP-43 mRNA levels are not controlled transcription-
ally, but involve a different mechanism.

OUTSTANDING ISSUES

Despite the increasing number of studies on the structure, biochemistry, and func-
tions of GAP-43, we still do not have a clear picture as to how this protein contributes
to the regulation of the function and structure of the nerve terminal. The observations
relating the protein to calmodulin binding, phosphatidylinositol metabolism, and G
protein stimulation, have all been made in isolated systems: whether the - interactions
occur in vivo, and whether they are a subset of a larger set of molecular interactions of
the protein, remain to be determined. With regard to synaptic physiology. the finding
that antibodies to GAP-43 interfere with calcium influx and transmitter release are
certainly intriguing. but again, the molecular bases of these effects and their relationship
to other events in the synapse remain to be elucidated. Of particular interest is the issue
of whether long-term potentiation, a model for the synaptic changes that underlie
learning and memory, involves GAP-43 phosphorylation. Again, the fact that these
observations utilized post hoc phosphorylation in isolated membrane fractions, where
the extent of prior protein phosphorylation in vivo is unknown, makes interpretation
difcu lt. More direct observations through in vivo phosphate labeling would be de-
sirable.

With regard to the mechanisms that control GAP-43 expression, this too is an area

lu't beginning to be explored. As indicated above, GAP-43 expression appear% to
depend more on posttran.criptional mechanisms than on transcriptional changes The
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signal transductin mechanisms that control this regulation must be complex, since in
some neurons GAP-43 continues to be expressed at high levels even into maturity (for
example, in pyramidal cells in layer 2 of associative neocortex); in others it can be
induced by axotomy alone (as in the peripheral nervous system); in some neurons it
can be induced by making new target areas available (for example, reactive synaptogene-
sis in the hippocampal formation); in some cases treatment with growth factors is
effective (for example, nerve growth factor in the case of PC12 cells or ganglionic
neurons): and in some cases none of these suffices (for example, in the case of axotom-
ized retinal ganglion cells). However, the fact that the latter can be reversed by pres-
enting the cut nerve ending to the environment of the peripheral nervous system"'
argues for a strong contribution by glial-derived factors.

Nerve crush Vinblastine
_ Ipsilateral Contra Ipsilateral Contra
1 4 10 30 4 10 1 4 10 30 4 10

FIGURE 5. GAP-43 mRNA levels are regulated by a factor that is retrogradely transported
from the periphery to the cell body. Rat sciatic nerves were either crushed or treated with
vinblastine. At the times indicated, dorsal root ganglia (ipsilateral and contralateral to the treated
nerve) were dissected and the mRNA was isolated, run on gels. transferred to a nylon membrane,
and probed using "P-labeled GAP-43 cDNA. Both treatments caused equally large changes in
levels of GAP-43 mRNA in ganglia ipsilateral to the treated nerves, with similar time courses.
These results indicate that the effect of nerve crush may be to interrupt a retrogradely transported
inhibitory factor that is normally conseyed from the periphery.

In the light of current observations, a more complete understanding of GAP-43
regulation would require the identification of 1) specific factors that derive from such
sources as target interactions and the glial environment, whose presence or absence
stimulates 2) a transduction mechanism that regulates the binding of 3) specific proteins
to 4) particular segments of the mRNA. either enhancing or retarding its degradation.
In view of the observations that transfection of the GAP-43 gene into nonneuronal cells
stimulates process outgrowth.'f and that oligonucleotides complementary to portions of
GAP-43 mRNA interfere with process outgrowth (I.. I. Benowitz. L. Dawes, N. I.
Perrone-Bizzozero. N. lrwin. C. O'Brien. and R. L. Neve, unpublished observations),
it would appear that GA V-43 tna indeed he a central player in neuronal differentiation
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and synaptic remodeling. In this case, an understanding of its physiological role and
the mechanisms controlling its expression are essential for understanding neuronal
development and plasticity.
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INTRODUCTION

The molecular mechanisms that regulate the growth of axons and the formation of
synapses are of central importance to our understanding of the development of the
nervous system and its response to injury. Great interest has recently centered around
the identification of proteins involved in these processes. Prominent among these
identified proteins which are likely candidates for mediating neurite growth is the
growth-associated protein GAP-43., a nervous system-specific and fast-axonally trans-
ported phosphoprotein whose expression and phosphorylation state are correlated with
axon growth.' ' GAP-43 is identical to the plasticity-associated protein Fl,7 the B-50
phosphoprotein implicated in phosphatidylinositol turnover,' the calmodulin-binding
protein P-57 (neuromodulin ). and the growth cone-associated protein pp46. ')'' GAP-
43 is of special interest inasmuch as it appears to be involved in neurite growth during
development and regeneration as well as in synaptic plasticity in the mature nervous
system. In the adult mammalian brain, GAP-43 is concentrated within presynaptic
terminals.2 and is particularly abundant in areas such as the molecular layers of the
hippocampus. neocortex. and cerebellum." all areas known to be highly plastic in
function. Some insight into the significance of this finding for the role GAP-43 might
play in the adult central nervous system was provided by our demonstration that
GAP-43 was identical to protein Fl, a protein kinase C (PKC) substrate that had
been shown to undergo a major change in phosphorylation state during long-term
potentiation (LTP) in the hippocampus.' '" In LTP, the delivery of high-frequency
pulse trains to presynaptic cells induces long-term changes in the efficacy of individual
synapses, which is reflected in changes in both the latency and spike amplitude of
evoked responses in postsynaptic cells. The correlation of a change in GAP-43 phos-
phorylation and LTP. and the enrichment of this specific protein within so-called
associative areas of the brain.- " ' suggest that GAP-43 may play a direct role in
synaptic plasticity in the adult central nervous system.

A number of studies suggest that a PKC substrate or substrates could play a role
in synaptic plasticity by modulating neurotransmitter release in the nervous system."

a'This work was supported by the National Institutes of Health (NS18103 and EYOI 117 to J.
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For example, phorbol esters, which directly stimulate PKC activity, increase the spon-
taneous release of transmitter, and augment evoked transmitter release at nerve-muscle
synapses. '2 In Hermissenda, intracellular injection of PKC or activation of PKC by
phorbol esters induces an enhancement of Ca' conductance mechanisms and augmen-
tation of neurotransmitter release similar to changes seen during associative learning.2 3

Similarly, phorbol esters and PKC have been shown to enhance Ca 2 currents in
Aplysia neurons.24 In mammalian hippocampus, the induction2 5 or maintenance" of
LP can be induced by phorbol esters, and PKC inhibitors block the induction of
LTP. 2 That this is related to neurotransmitter release is suggested by the findings that
LIP is correlated with an augmented release of glutamate- 31 which has been shown
recently to occur as the result of an increase in the probability of transmitter release.3 2

These findings prompted us to investigate whether GAP-43 might be a PKC sub-
strate involved in neurotransmitter release, and if so, to determine how it might influ-
ence this process. We have used electron microscopic immunolocalization in tissue
sections and subcellular fractionation to determine the subcellular localization of the
protein in presynaptic terminals, and fura-2 measurements to investigate changes in
Ca 2  fluxes during neurotransmitter release in PCI2 cells. Our results suggest that
GAP-43 is localized to plasma membrane and possibly to synaptic vesicles (discussed
below), and that GAP-43 may play a role in neurotransmitter release by regulating
Ca" flux in pres3naptic terminals.

Some of this work has been reported previously.' '

METHODS

Electron Microscopic 1mmunolocalization

Vibratome-sectioned tissue slices (50 .im) of adult rat cerebellar cortex fixed with
0.2-0.5% glutaraldehyde and 4% paraformaldehyde were incubated in normal goat
serum (1% in phosphate buffer) for 30 min and left overnight at 4 'C in affinity-purified
GAP-43 antibody (1:10) or in antibody preabsorbed with purified GAP-43. The next
day, the tissue was rinsed thoroughly and reacted using an ABC kit (Vector Labs) and
3,3'-diaminobenzidine (DAB) as the chromagen. The tissue was processed for electron
microscopy according to standard protocols, sectioned using an LKB IV ultramicro-
tome, and examined unstained in a Hitachi H600 electron microscope.

Subcellular Fractionation

Two different methods were used for subcellular fractionation. In the first method.
a purified fraction of synaptic vesicles '.sas obtained from adult rat brain essentially as
described by Huttner et al. " This method selects for an ultrapure sample of clear, 60
nm synaptic vesicles. In the second method, subcellular fractionation was performed
on adult rat neocortex. cerebellar cortex, and hippocampus. In this latter method,
crude synaptosomes are purified using a Ficoll gradient, lysed. and fractionated on a
discontinuous sucrose gradient. ' For both fractionation procedures, aliquots at vari-
ous stages of fractionation were run on standard one-dimensional gels. The proteins
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from these gels were then transferred electrophoretically to nitrocellulose or to nylon,
and the blots were probed with GAP- 43 antibody or with antibody preabsorbed with
purified GAP-43. The blots were developed using ABC kits and 4-chloronapthol as
the chromagen. The purity of the synaptic vesicle fractions was verified by electron
microscopy, by probing duplicate Western blots with antibodies to synaptophysin, or
by measuring Na'/K *- ATPase activity in various fractions.

.Measurement of Intracellular Free Ca2 and Neurotransmitter Release

For these experiments, we used cell cultures of the rat pheochromocytoma or
PCI2 cell line. PCI2 cells were maintained in 85% RPMI 1640 medium (Sigma)
supplemented with 10% horse serum and 5% fetal calf serum. Some dishes were
pretreated with nerve growth factor (NGF) at 100 ng/ml for up to 10 days to induce
neurite outgrowth.

A high-resolution, thermoelectrically cooled CCD camera system (described below)
was used to record Ca2 fluxes in single cells utilizing the fluorescent Ca 2 -binding
dye fura-2 (fura-2 AM loading method). PCI2 cultures were placed on the stage of a
Zeiss IM-35 inverted microscope equipped with a Peltier-effect constant temperature
module (maintained at 35 'C) and epi-illuminator. Cells were bathed in the loading
solution for 30 min (allowing the permeant form of the indicator to enter the cells).
and were then rinsed and postincubated for 2 hr in culture medium to allow the
indicator to be deesterified. We employ a high-resolution CCD camera (Photometrics
IC200, Tucson, AZ) equipped with a Thompson TH7882 CCD array (which was
thermoelectrically cooled to -45 °C to minimize no.e) and with 340- and 380-nm
two-cavity interference filters (Melles-Girot, 10-nm Y B.W.) to measure fluorescence
using a ratio method. " An electronically controlled shutter (Uniblitz) was interposed
in the light path to limit exposure to bright ultraviolet light. Exposure times of 0.2 sec
were typically used to integrate fluorescence intensity at each of the two N~avelengths.
The time required to change excitation filters was approximately 1.5 sec. Measurements
were typically collected at 30-sec intervals following application of the pharmacological
agents described below. Each digitized fluorescent image was first corrected for dark
current, background fluorescence, and optical nonlinearities by subtracting a reference
image obtained at the same wavelength from a culture dish filled to the appropriate
depth with culture medium. The approximate thickness of PCI2 cell somas was esti-
mated to be between 4 and 8 ±m by differential focusing with Nomarski optics. The
intracellular Ca' concentration was computed from'

[Ca 2 '1 = KDTF F,

where T = (R - R,)/(R, - R).

The cuantity K1) is the equilibrium dissociation constant for the indicator (225
jiM). The R terms are ratios at 340- and 380-nm excitation. R., (9.0- 10.0) is the ratio
obtained for saturating levels of Ca2 ", and R_,, (0.39-0.42) is the minimum fluorescence
ratio for test solutions with no added Ca 2 and with 5 mM EGTA. FiF, (7.5) is the
fluorescence ratio obtained at low and at saturating Ca 2* concentrations using only
the longer wavelength excitation. Fluctuations of the ratio image due to the low light
levels of noncellular areas were eliminated by setting background areas to a uniform
black level. A pseudocoloring scheme was used to represent different Ca2 ' concentra-
tions, in which increasing values of the image ratio increase from blue to red.
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PCI2 cells were incubated with affinity-purified GAP-43 antibody (1:10 in 1%
DMSO) for 12 hr at 37 'C, and loaded with [3H]norepinephrinc (['H]NE; specific
activity: 14.2 Ci/mmole). In order to determine if the antibody had become internally
localized, some cells were incubated with fluorescein-tagge antibody. Control cells
were incubated in 1% DMSO without antibody. The effec, of GAP-43 antibody on
fura-2 fluorescence and on the release of ['H]NE was assessed after stimulation with
carbachol (0.5 mM), or after stimulation with high potassium (50 mM) or high pot-
assium and the phorbol ester 12-O-tetradecanoylphorbol 13-acetate (TPA; I PM). The
degree to which GAP-43 antibody blocked phosphorylation was determined by using
an in vitro phosphorylation assay. Homogenates of rat hippocampus were incubated
with different dilutions of affinity-purified GAP-43 antibody for 2 hr at 4 'C, and
phosphorylated by the addition of y-[-P]ATP (5 1M; specific activity: 10 MCi/nmole)
for 2 min. GAP-43 was immuncprecipitated and subjected to one-dimensional gel
electrophoresis and autoradiography. Autoradiograms were scanned using a Microscan
1000 (Technology Resources, Nashville, TN).

RESULTS

Electron .Microscopic Inmunolocalization

Numerous GAP-43-positive synapses could be identifieu in the molecular layer of
the cerebellar cortex. FIGURF I shows the typical pattern of labeling within two
presynaptic profiles. GAP-43 immunoreactivity was associated with the external face
of synaptic vesicles and, more prominently, with the cvtoplasmic face of presynaptic
plasma mzembrane. Near the actixe zone of synapses positive for GAP-43, immunoreac-
divity associated with synaptic vesicles appeared to be more intense (FiG,. I and inset).
In labeled presynaptic terminals, mitochondrial membrane also appeared immunoreac-
tive. Postsynaptic densities were inherently electron dense." but appeared slightly more
d nse when apposed by labeled presynaptic terminals, although this was not seen in
all cases (Fic. 1). Other GAP-43-positive profiles resembling presynaptic boutons (but
not in synaptic contact) could also be identified scattered throughout the neuropil. No
significant staining of any positively identified postsynaptic profiles was seen, and no
labeling of pre- or postsynaptic profiles was observed in sections where the antibody
had been preabsorbed with purified GAP-43.

Subcelular Fractionation

Using the fractionation procedure of Huttner et aL.. " a highly purified and homoge-
neous fraction of clear, round synaplic vesicles was obtained as shown in FI;URtE 2A.
The Western blot of various subcellular fractions is shown in FittRt; 2B. GAP-43
immunoreactivity is present within the crude synaptosomal fraction and fractions
enriched in plasma membrane (SGP. CM). In the ultrapurified synaptic vesicle fraction
(CV). a weakly immunoreactive GAP-43 band is piesent, which increases in intensity
with incre.ising concentration of protein loaded on the gels (CV. 10, 20. 40 fig).
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FIGURE 1. Electron microscopic immunolocalization of GAP- 43. Vibratome sections of adult
rat cerebellum were incubated in affinity-purified GAP-43 antibody and processed as described

in the text. The tissue was osmicated but not stained following sectioning. GAP-43-positive
presynaptic profiles could be identified throughout the cerebellar molecular layer. The pattern of
staining indicated that GAP-43 is associated primarily with the cytoplasmic face of the plasma
membrane (arrow), where it appears to outline presynaptic terminals, and possibly with the
external face of synaptic vesicles (SVs). The immunoreactivity associated with mitochondria in
labeled presynaptic terminals is likely to be an artifact (see text for discussion). The inset shows
the active zone of another GAP-43-positive presynaptic terminal. Near the active zones of synapses
(*). there was intense GAP-43 immunoreactivity surrounding the synaptic vesicles. Postsynaptic
densities were inherently electron dense, and in most synapses in which the presynaptic terminal
was labeled, they showed no immunoreactivity (main figure). At some synapses. however. such
as that shown in the inset, the postsynaptic densities appeared to be immunoreactive.
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FIGURE 2. Subcellular fractionation of synaptic vesicles. A highly purified fraction of synaptic
vesicles was isolated from adult rat brain by the procedure of Huttner et al. " (A) The purity and
homogeneity of the synaptic vesicle fraction was verified by electron microscopy. Every tenth
section through a pelleted synaptic vesicle fraction was examined. Only small, clear vesicular
structures with an approximate diameter of 60 nm were present. No contamination by larger
membrane fragments was seen in an) of the sections through the pellet. Magnification: 108.00'0

(B) Western blot of various subeellular fractions probed with GAP-43 antiserum. Ten micro-
grams of protein were loaded per lane, except where indicated otherwise. From left to right, the
lanes represent crude synaptosomes (P2): small to medium-sized plasma membranes (SGP): the
first membranes off the exclusion column (CM): the last fraction off the exclusion column (CV):
20 Ag of protein loaded (CM 20 ig): 20 jg of protein loaded (CV 20 !.g): 40 ig of protein loaded
(CV 40 ltg); a blank: and I gtg of purified GAP-43. The CV lanes represent purified fractions of
synaptic vesicles. With increasing amounts of protein loaded, an increasingly dense GAP-43 band
can be identified in the Western blot.

A second fractionation procedure was used for three reasons. First, we wanted to
enrich the fractions for synaptic terminals containing GAP-43. We did this by using
only neocortex, cerebellar cortex, and hippocampus. all areas known to contain rela-
tively high amounts of GAP-43 in the adult brain." Second, we wanted to use a more
gentle fractionation procedure to try to insure that GAP- 43 would not be dissociated
from the synaptic vesicles, or from other molecules that might be associated with
synaptic vesicles. Finally, we wanted to obtain a synaptic vesicle fraction that did not
select for only a subpopulation of small, clear, round vesicles. It is known, for example.
that synapsin. a synaptic vesicle associated protein distributed within nerve terminals
in widespread areas of the brain, is not associated with all types of synaptic vesicles,.
and GAP-43 could be associated with an even smaller fraction of vesicles because it is
enriched within only a few neuropil areas." For this fractionation, we used the method
outlined by Morgan et al. " To insure that no subporulation of vesicles was excluded.
we included the standard synaptic vesicle fraction D and the D-E interface in the
samples that were loaded onto the gels. According to Morgan," both fractions D and
E are enriched for synaptic vesicles, but also contain a significant plasma membrane
component. The Western blots from this fractionation, probed with antibodies to the
integral synaptic membrane protein synaptophysin" or to GAP-43, are shown in
Fl URt 3. The pattern of staining on the blot probed with monoclonal antibodies to

__________________ __________________ _______________
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synaptophysin indicates that the synaptic vesicle fraction was highly enriched for
synaptic %esicles but that synaptic vesicles were also present in the G, and G,, fractions,
which contain predominantly small and medium-sized plasma membranes. The dupli-
cate blot probed with GAP- 43 antiserum shows that GAP-43 is present in synaptosome
and plasma membrane fractions, and in the synaptic vesicle (SV) fraction. To determine
the extent to which the various fractions were contaminated with plasma membrane,
we used an enzyme assay for oubain-sensitive Na / K '-ATPase. 4

' Results of this assay
indicated that the synaptic vesicle, light membrane, and heavy membrane fractions
contained approximately equal amounts of Na*/K - -ATPase activity (12.3 (SV), 11.6
(GI ), and 10.2 (Gil). expressed as p, moles/hr/mg protein). Although GAP-43 is associ-
ated with plasma membrane, GAP-43 staining in the Western blot was most positively
correlated with the presence of synaptic vesicles as indicated by the duplicate blot
probed with synaptophysin, and not with Na -/K -ATPase activity. These data suggest
that the presence of a GAP-43 band in the synaptic vesicle fraction is not likely to be
due solely to contamination of the fraction by plasma membrane. Thus, GAP-43 may
be associated with a subset of synaptic vesicles. Caveats regarding the interpretation
of these data are discussed below.

CO
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A FIGURE 3. Subcellular fractionation of synaptic
vesicles. Subcellular fractionation of adult rat neo-
cortex. cerebellar cortex, and hippocampus was
also prepared as described by Morgan et al." "
(A) Western blot of various subcellular fractions
probed with monoclonal antibodies to synapto-
physin, an integral membrane protein of synaptic
vesicles.45 (B) A duplicate blot probed with poly-
clonal antibodies to GAP-43. Twenty micrograms
of protein were loaded in each lane, except for
purified GAP-43 (I jug loaded). From left to right.
the lanes represent crude synaptosomes (P2): pu-
rified synaptosomes (P2'): a presucrose or lysate
fraction loaded onto the discontinuous sucrose
gradient (PS): the synaptic vesicle fraction D and

B the D-E interface (SV)": plasma membranes.
light (G,); plasma membranes, heavy (G); a mi-
tochondrial fraction (Mit); purified GAP-43.

. .. . . These blots show that the SV fraction was en-
riched for synaptic vesicles and that GAP-43 im-

Smunoreactivity is associated with both plasma
membrane and synaptic vesicle fractions.
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I:ffect of G,4P-43 .4ntibody on .\eurotransmitter Release and Ca' Levels

To investigate the possible role of GAP-43 in neurotransmitter release and Ca-
level regulation, we developed a sensitive assay for ['H]NE release and employed a
quantitative fura-2 imaging system to measure intracellular free Ca2 

* levels. In prelimi-
nary experiments, we have examined the effects of various agents on ['H]NE release
and Ca2 - levels in the presence and absence of GAP-43 antibody. Access of GAP-43
antibody to the intracellular compartment was achieved by partial membrane permea-
bilization using DMSO. Control experiments were performed to determine a minimum
concentration of DMSO that resulted in GAP-43 antibody internalization and no
measurable decrement in the ability of PC12 cells to generate action potentials following
intracellular depolarization via micropipette. As shown in FIGURE 4. incubation of
PC12 cells in medium containing fluorescein-labeled antibody and 1% DMSO results
in antibody being internalized primarily to the cell body and to neuritic growth cones.
Thus, under the conditions used for the experim,'ctal studic,, GAP-43 antibody was
interntizecd 5y the cells. I he results of control experiments performed to determine
the extent to which GAP-43 antibody blocks the in vitro phosphorylation of GAP-43
are shown in T.,\Ri 1 1.

In the first set of experiments, PC12 cells were pretreated for 7 days with NGF,
and then incubated overnight in medium, supplemented with 1% DMSO and 100 ng/
ml NGF. with or without affinity-purified GAP-43 antibody (1:10). After priming with

FIGURE 4. Internalization of GAP-43 antibody by PCI2 cells. NGF-stimulated PC12 cells
were incubated for I hr in medium containing fluorescein-labeled antibody and 1% DMSO.
Fluorescence was most intense in cell bodies and in growth cones. The growth cone delimited by
the small rectangle is shown at higher magnification in the inset in the lower right hand corner.
Uhese images demonstrate that CiAP-43 antibody is internalized by PC12 cell growth cones under
the conditions used for the experimental studies.
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I'ABII I. Effect of -" 'P-43 Antibody on Phosphorylation"

Anti-GAP-43 Anti-GAP-43
Dilution Dilution Phosphorylation

(affinty purified) (serum) (percentage of control)

1:2.5 1:38 737
1:10 1:150 68.2
1:40 1:bOO 80j)
1:16) 1:2400 87.3

Using an in i/ro phosphorylation assay, we determined the degree to which different concen-
trations of affinity-purified antibody blocked the phosphorylation of GAP-43. The approximate
concentration of GAP-43 antiserum required to block phosphor)latioii to the same extent as
affinity-purified antibodies is shown in the middle column.

NGi-, PC 12 cells express LYAP-43 and acetylcholine receptors, and release norepineph-
rine in a Ca" -dependent manner. We first tested the effect of carbachol, an agonist for
norepinephrine release. PC 12 cells were loaded with ['HINE, and the release of tritium
was measured in the presence of increasing concentrations of carbachol. Carbachol
stimulated ['H]NE release with an ED,,, of approximately 0.1 mM. Carbachol (0.5
mM) produced an approximate 2-fold increase in both [ ' H]NE release and in the
integrated Ca' " fluorescence ratio value of growth cones (N = 14) over control levels.
If cells were incubated in the presence of GAP-43 antibody, the ['H]NE release was
decreased by approximately 37%, and the Ca: - levels decreased by 35% (N = 17).

GAP-43 Plhosphorvlation and Ca2 Channel Conductance in PCI2 Cells

In the preceding experiments we fo:;nd that transmitter release was correlated with
free Ca: levels in PC12 cell growth cones, and that there was a direct correlation
between GAP-43 phosphoryhation, intracellular free Ca:., and neurotransmitter re-
lease. The decrease in both the free Ca2 levels and the release obtained in the presence
of GAP-43 antibody, which decreases the phosphorylation of GAP-43, suggests that
the conductance of transmembrane Ca:' channels might be regulated by the phosphor-
ylation of GAP-43.

In another series of experiments, undifferentiated PCI2 cells were incubated in 1%
DSMO and depolarized by potasstul in the presence or absence of the phorbol ester
TPA, which stimulates the phosphorylation of GAP-43 by PKC. Duplicate cultures
were preincubated overnight with 1% DMSO and affinity-purified GAP-43 antibody
(1:10). Depolarization with 50 mM KCI caused a 3.9-fold increase in ['HINE release
(three experiments. Ft(;. 5) and a 2.5-fold increase in integrated intracellular free Ca
measured over PC12 cell bodies (from a mean level of 54 nM to 135 nM, 20 cells). The
phorhol ester TPA alone had little effect on neurotransmitter release, but augmented
K -stimulated release and intracellular Ca- levels by approximately 407. When
PC 12 cells were preincubated with GAP-43 antibody, the potentiated tritium release
was decreased by approximately 30% as shown in FIGURE 5, whereas the TPA-
potentiated Ca- level increase was completely abolished, presumably as a result of
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FIGURE 5. Inhibition of ['H]NE release by GAP-43 antibody in undifferentiated PCI2 cells.
Cells were loaded with ['HINE (specific activity: 14.2 Ci/mmole) for 2 hr in medium supplemented
with 12 tM nialamide, a monoamine oxidase inhibitor. Cells were then washed three times with
Krebs-Ringer-HEPES buffer (KRHB), and incubated for an additional 2 hr in medium. The
medium was replaced with 1.5 ml KRHB, and incubated for 15 min. The buffer was replaced
with fresh KRHB, and the cells incubated for 1 min. This solution was removed and filtered
(basal release). Cells were then incubated with test solutions for I min. The solution was then
removed and filtered (stimulated release). The cells were solubilized in I M NaOH overnight at
50 °C. Samples were dissolved in scintillation cocktail, and the radioactivity was measured by
scintillation counting. Release is expressed as the percentage of the initial total radioactivity
present prior to the measurement of the basal release. For analysis of the effect of GAP-43
antibody on release, cultures were treated similarly except that two days after they were plated.
PC 12 cells were incubated overnight with GAP-43 affinity-purified antibody (1:10), then depolar-
ized by 50 mM K' + KRHB in the presence or absence of I /M TPA. TPA markedly potentiated
the release of 3H, and this effect was attenuated by pretreatment with GAP-43 antibody.

decreased Ca2 influx. At the dilution of affinity-purified antibody (1:10) used for these
experiments, the phosphorylation of GAP-43 was blocked by approximately 40%
(TABLE 1), suggesting that the changes in release and in Ca2 flux were due to the
effect of the antibody on phosphorylation.

In differentiated PCI2 cells, Ca2 levels were highest within actively extending
growth cone filopodia, ranging from 100 nM to as high as 500 nM. A ratio image from
a representative PCI2 cell is shown in FIGURE 6. To test the possibility that GAP-43
phosphorylation might regulate Ca2 + channel conductance and thereby intracellular
Ca2 levels in growth cones, we depolarized 1% DMSO-treated cells with potassium
(50 mM KCI), which caused a 35% increase in intracellular free Ca2 l levels in actively
extending growth cones, and then stimulated GAP-43 phosphorylation by the addition
of I gM TPA, which caused an additional 20% increase in intracellular free Cal + in
the same growth cones. In contrast, this incremental increase in Ca2 + levels was
completely blocked in growth cones that had been preincubated with GAP-43 antibody,

,s shown in FIGURE 7. The results of all of these studies on [3H]NE release and Ca2

flux are summarized in TABLE 2. Although these experiments are preliminary, taken
together they suggest that the conductance of voltage-sensitive Ca I channels in the
PC 12 cell membrane may be regulated either directly or indirectly by G ' P4A phos-
phorylation.
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DISCUSSION

Immunolocalization of GAP-43/Subcellular Fractionation

The results of our immunolocalization suggest that GAP-43 is preferentially local-
ized within presynaptic terminals to areas where it could play a role in neurotransmitter
release. Both the localization in tissue sections and the subcellular fractionation data
indicate that GAP-43 is associated with the plasma membrane of presynaptic terminals.
It is somewhat more difficult to interpret the tissue and subcellular fractionation data
with regard to an association of GAP-43 with synaptic vesicles. With respect to the
tissue immunolocalization, it is well recognized that there can be an artifactual translo-

FIGURE 6. Measurement of Ca2 levels in PCI2 cells. A high-resolution, thermoelectrically
cooled CCD camera was used to record Ca2 + fluxes in single cells utilizing the Ca'+-binding dye
fura-2. PCI2 cultures were placed on the stage of a Zeiss IM-35 inverted microscope equipped
with a Peltier-effect constant temperature module and epi-illuminator. Cells were bathed in the
loading solution for 30 min, allowing the permeant form of the indicator to enter the cells, and
then rinsed and postincubated for 2 hr in culture medium to allow the indicator to be deesterified.
The Call levels computed from the fluorescence ratio measured at 340 nM and 380 nM have
been pseudocolored (colorscale: blue = 50 nM, red = 500 nM). This PC12 cell had two actively
extending neurites. The growth cones have high levels of free Ca2 , shown in more detail in the
insets.
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FIGURE 7. Effect of anti-GAP-43 on free [Ca 2 '] in PC12 cell growth cones. In this set of
experiments, the mean intracellular free Ca2  level was computed for a number of actively
extending growth cones by dividing the integrated fura-2 fluorescence ratio by the growth cone
area, which in turn was measured from the digitized frame-buffer image with a quantitative
imaging system (ImageMaster 2000, Technology Resources). PCI 2 cells in four separate cultures
were used: two control cultures incubated with 1% DMSO only, and two cultures treated with
both 1% DMSO and anti-GAP-43 (affinity purified 1:10). Calcium level measurements were
repeated for the same growth cones following application of KCI or TPA. Depolarization by 50
mM KCI caused an average 35 % increase in Ca2 levels over resting levels in both sets of cultures
(N = 22, 15 sec postapplication). Addition of 0.1 1.M of the phorbol ester TPA caused an
additional 20% increase in Ca2 * levels in the control cultures (N = 12), but in the cultures treated
with anti-GAP-43, this additional increase was completely abolished (N = 10).

cation of DAB reaction product from the site of oxidation to adjacent membranous
structures. 47 This is particularly a problem when the tissue is not well fixed before
processing, when the antigen of interest is a soluble protein, or when development
times in DAB are long.47 ,48 This diffusion artifact is widely believed to result in the
frequently seen -labeling" of structures such as mitochondria.47 No artifactual translo-
cation is seen distant to true antigenic sites, however, and peroxidase methods using
DAB have been used at the electron microscopic level to localize specific antigens to
intracellular organelles, including synaptic vesicles. 41 .4

1 With reference to GAP-43,
although it is predominantly a membrane-associated protein, a small amount of GAP-
43 is cytosolic, 4' and thus it could potentially become associated artifactually with
nearby membranes. To minimize translocation of reaction product in the present study,
we used very short reaction times in DAB,4' but some translocation may have occurred.

In support of an association of GAP-43 with at least some subset of synaptic vesicles
in presynaptic terminals is the association of calmodulin with synaptic vesicles."0 Synap-
tic vesicles are known to have multiple calmodulin binding sites. ' 5 ' Because GAP-43
binds calmodulin with low affinity under physiological conditions," GAP-43 may not
be associated with the synaptic vesicle membrane per se but might be bound to calmodu-
lin. During subcellular fractionation, these molecules may become dissociated, which
would account for the loss of GAP-43 immunoreactivity in highly purified synaptic
vesicle fractions.

It is important to acknowledge that electron microscopic immunolocalizations
using gold/cryo-ultramicrotomy of growth cones and synaptosomes have not found a
significant association of GAP- 43 with synaptic vesicles."- In these studies, however,
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there is always the possibility that GAP-4j could become largely dissociated from the
synaptic vesicles or from calmodulin during the subcellular fractionation procedure
(as discussed above). It has been proposed that GAP-43 is tightly bound to plasma
membrane,5 4 and, thus, less would be lost under these conditions. Although electron
microscopic immunolocalization of GAP- 43 (B-50) using gold/ultramicrotomy meth-
ods .)n tissue sections appears to show a similar pattern," there are problems associated
with the interpretation of the actual location of anigenic sites with this method. For
example, the gold particles often appear to be associated with the exter lal, rather than
the internal, iace o" die plasma membrane. In this regard, the peroxiiase methods
appear to yield a picture more consistent with the existing data showing that GAP-43,
which has no potential membrane-spanning domains5  and is an intracellular protein,
is associated with the cytoplasmic face of the plasma membrane at presynaptic termi-
nals. In addition, fractionation/cryo-ultramicrotomy results in poor preservation of
membranous structures. For these reasons, we are now attempting to use other gold
methods directly on tissue sections in order to more adequately address the question
as to the subcellular localization of this protein.

One of the problems in interpreting data on the electron microscopic immunolocali-
zation of GAP-43 obtained in different labs is the observation that the various poly-
clonal antibodies against GAP-43 result in slightly different patterns of immunostain-
ing, even at the light microscopic level. For example, whereas we reported previously
that the molecular layer of the cerebellar cortex was intensely immunoreactive using
our polyclonal antibody" (which is why cerebellar cortex was chosen for the present
electron microscopic study), a similar light microscopy study by Benowitz et aL "7 using
polyclonal antisera revealed very little immuzoreactivity in the cerebellum. Thus in
addition to the problems in interpreting the results of different electron microscopic
methods, antiserum raised against GAP-43 isolated by various procedures may also

TABLE 2. Summary of Experimental Data on the Effect of GAP-43 Antibodies on
[3 H]NE Release and Ca2 Levels in PC12 Cells"

[7H]NE Release Ca>" Influx

Differentiated 
Cells

Carbachol 2-fold t 2-fold T
Carbachol + Anti-GAP-43 37% i 35%

KC1 35% T
KCI + TPA 20% Tt
KCI + TPA + Anti-GAP-43 100% il

Undifferentiated Cells
KCI 3.9-fold T 2.5-fold T
KCI + TPA 40% tT 40% 11
KC1 + TPA 4- Anti-GAP-43 30% 11 100% 1

['HINE release and Cal' influx were measured in PCI2 cells under various conditions as
described in the text. Changes in ['H]NE release were closely paralleled by changes in Ca2 influx
as measured by quantitative fluorescence. In cells stimulated with carbachol, GAP-43 antibodies
decreased both the release of ['HINE and Ca2 ' influx to the same extent. For PC 12 cells stimulated
with KCI and the phorbol ester TPA, GAP-43 antibodies blocked a portion of the augmented
('HINE release and, to a greater extent, the augmented Ca2 influx induced by TPA. Note that
GAP-43 antibody treatment caused a 30% reduction in the TPA-augmented ['HINE release, and
a 100% reduction in the TPA-augmented Ca2 ' influx (T 1: increase in TPA-augmented response
over control: j 1: decrease in TPA-augmented response).
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result in different patterns of staining and confound interpretation of the subcellular
localization of this protein.

Finally, interpretation of the subcellular fractionation data is made difficult by the
recognition that synaptic vesicle fractions that include all classes of synaptic vesicles
are likely to be contaminated with small pieces of resealed plasma membrane. Here we
found that although contamination by plasma membrane was present in some of the
synaptic vesicle fractions, the GAP-43 immunoreactivity of the synaptic vesicle fraction
in Western blots could not be accounted for solely in terms of this contamination. We
interpret this to mean that GAP-43 may be associated with some subset of synaptic
vesicles, either directly, or by association with calmodulin.

GAP-43, Veurotransmitter Release, and Ca2" Fluxes

Before discussing the results from our fura-2 measurements, several possible caveats
deserve mention. Whereas we observed high levels of Ca2 in growth cones similar to
those reported by Connor1° and Cohan et al.," who also used the fura-2-AM loading
method, Silver et al. " reported substantially lower levels obtained in growth cones of
a neuroblastoma cell line in which fura-2 had been applied by pressure microinjection
at the soma. In those experiments it is not clear what the actual fura-2 concentration
was in the growth cones. Some of the differences between those results and our present
results might thus be due to differences in 1) cell loading technique, 2) fura-2 concentra-
tion, and 3) clonal cell lines. In the present studies, we were less interested in the
absolute values of Ca2 + in growth cones, or in the correlation of Ca2 + levels and
different growth states, than we were in the relative changes caused by different pharma-
cological manipulations. If, as Silver et al. 58 suggest, tht AM loading method results
in artifactually high Ca2 levels (due to binding to intracytoplasmic organelles), this
would imply that the relative differences in Ca2 ' levels that we observed following
different pharmacological treatments are an underestimate of the actual changes.

The results from our fura-2 measurements indicate that in PCI2 cells pretreated
with GAP-43 antibody, the influx of Ca2l into presynaptic terminals or growth cones
is markedly reduced compared to controls treated with DMSO alone. Furthermore,
treatment with GAP-43 antibodies also decreases the carbachol- or K h-induced release
of [H]NE under the same conditions. Using an in vitro phosphorylation assay, we
demonstrated that GAP-43 affinity-purified antibody blocks the phosphorylation of
GAP-43. Thus, the phosphorylation of GAP-43 coild be involved in the regulation of
Ca2 ' fluxes and in regulating the change in neurotransmitter release that is observed.
It is likely that Ca2 flux and neurotransmitter release in these experiments could have
been decreased even more if the effective internal concentration of GAP-43 antibody
had been higher.

Our results are consistent with the growing body of data suggesting that a PKC
substrate is involved in the modulation of neurotransmitter release (reviewed in the
Introduction). Since our initial interest in investigating whether GAP-43 might be a
specific PKC substrate involved in neurotransmitter release, a number of reports have
appeared that support a role for GAP-43 in this process. For example, Dekker et al. "
have reported that the incorporation of phosphate into GAP-43 (B-50) was enhanced
by depolarization by K * and phorbol esters in hippocampal slices. This depolarization-
induced GAP-43 phosphorylation was inhibited by polymyxin B, an inhibitor of PKC.
In another paper, Dekker et al.6 reported complete inhibition by GAP-43 antibodies
of Ca2 - dependent [3H]NE release from rat cortical synaptosomes permeabilized with
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streptoiysin-O. The results from our fura-2 measurements would indicate that GAP-43
may play a role in neurotransmitter release, at least in part, by regulati.,b Ca2 influx
into presynaptic terminals.

Calcium has long been recognized to play a critical role in neurotransmitter release
in the nervous system."- 2 Data has also accumulated suggesting that PKC and PKC
substrate(s) are involved in the modulation of neurotransmitter release, probably by
regulating voltage-sensitive Ca2 ' channels.2 Such studies also point to the involvement
of GTP-binding proteins in this process. In dorsal root ganglion cells, application of
NE or GABA results in a decrease in the recorded Ca2 current through L-type,
voltage-sensitive Ca2 channels and a decrease in the amount of neurotransmitter
released. 3 This neurotransmitter modulation of the Ca2  channel is indirect in that it
requires the activation of a GTP-binding protein' and PKC.65 Both phorbol esters and
diacylglycerol analogues mimic the modulatory effects of neurotransmitters on Ca2

currents," and PKC inhibitors block the neurotransmitter modulation of the Ca2

current."5

In other cells, including PCI2 cells, stimulation with phorbol esters or PKC results
in a striking enhancement of Ca2 action potentials evoked by depolarizing stimuli and
potentiation of neurotransmitter release.2' Our results indicate that the augmented
neurotransmitter release induced by TPA is associated with an increase in Ca2 * influx
into PC 12 cells. Both the augmented neurotransmitter release and Ca2 I influx can be
blocked specifically by GAP- 43 antibodies, suggesting that GAP-43 plays a role in the
modulation of neurotransmitter release by regulating Ca 2 channels. There is also
reason to believe that : GTP-binding protein may be involved in this process. Recently,
Strittmatter et aL" 7 have reported that GAP- 43 increases the binding of GTP to G.,
a G protein linked to the regulation of Ca 2 channels in neuronal Cells. 61 ' Thus, in
both dorsal root ganglion cells and in PC12 cells, the modulation of neurotransmitter
release appears to involve protein phosphorylation by PKC and a G protein.

Our results would indicate that in PCI2 cells, GAP-43 is likely to be a PKC
substrate involved in modulating ieurotransmitter release, possibly by regulating Ca2'
flux through Ca2 - channels. It is not known whether the changes observed are mediated
by both voltage-sensitive and receptor-operated Ca2 ' channels in PC12 cells, or by
multiple channel types. In dorsal root ganglion cells, a dihydropyridine-sensitive L-type
Ca2 ' channel is implicated in the modulation of neurotransmitter release.70 In differen-
tiated PCI2 cells (which resemble sympathetic neurons), and in sympathetic neurons,
neurotransmitter release appears to involve primarily dihydropyridine-insensitive,
voltage-sensitive Ca2 ' channels.7" -" It is interesting that in dorsal root ganglion cells
activation of PKC inhibits Ca2 

* currents and decreases the evoked release of neuro-
transmitter, whereas in PCI2 cells and sympathetic neurons activation of PKC in-
creases Ca2 currents and augments neurotransmitter release. Although much remains
to be investigatetc about the differences between these two systems, it is clear that the
process of exocytosis and neurotransmitter release is modulated largely through the
regulation of Cal ' channels in presynaptic terminals. Modulation of neurotransmitter
release in different cell types may also involve multiple types of Ca2 ' channels. There
is some evidence, for example, that part of the effect of GAP-43 on Ca2 flux may be
mediated through its effect on dihydropyridine-sensitive Ca2 ' channels. It has been
proposed recently that .alcineurin, a Ca2 -activated phosphatase, limits Ca2 influx
through dihydropyridine-sensitive Ca2 ' channels in plasma membrane by dephos-
phorylating the channel or a closely associated protein. 4 GAP-43 could be such a
protein because it is a specific substrate protein for calcineurin, 5 and our results
implicate the phosphorylation of GAP-43 in the regulation of Ca 2 flux.

GAP-43 may also influence neurotransmitter release through its interaction with
calmodulin or by a role in phospholipid metabolism. In nerve terminals, calmodulin is



90 ANNALS NEW YORK ACADEMY OF SCIENCES

known to mediate the effects of Ca2 on several important enzyme systems involved
in protein phosphorylation and dephosphorylation.7" Calmodulin also plays a role in
the regulation of the intracellular Ca2 ' concentration by activating Ca " pumps in
the plasma membrane. 7 The phosphorylation of synaptic vesicle/plasma membrane
proteins by calmodulin is believed to play a direct role in neurotransmitter release. "

Finally, GAP-43 could influence Ca' -mediated events in nerve terminals by influenc-
ing phosphatidylinositol turnover."

GAP-43 was first identified as one of a class of fast-axonally transported proteins
whose expression was significantly increased during regeneration of the toad optic
nerve."' It is now well established that axon growth during development and regenera-
tion in both mammalian and nonmammalian vertebrates is accompanied by a significant
increase in the expression of this protein.' A number of correlations suggest a role for
GAP-43 in a common mechanism underlying both axon growth and the modulation
of neurotransmitter release in the adult nervous system. For example, 1) GAP-43 is
concentrated within growth cones and in mature synaptic terminals, particularly within
so-caiied plastic areas of the brain," and 2) stimulation of PKC activity by phorbol
esters augments neurotransmitter release (reviewed above) and can stimulate neuritic
outgrowth."

Our present results prompt us to speculate that the processes of axonal growth and
of facilitated neurotransmitter release associated with long-term potentiation might be
linked to a common mechanism involving in part the regulation of Ca2 channel
conductance by GAP-43 phosphorylation. Several additional lines of evidence support
the likely importance of Ca' channels and their regulation in these two processes. For
example, N-type, voltage-sensitive Ca2 

- channels are known to be concentrated within
synaptic terminals, where they are believed to play a role in neurotransmitter release. "
L-type, voltage-gated Ca> ' channels are also present in nerve terminals, and hey maN
also play a role in n-urotransmitter release. or augmentation of release A,y increasing
Ca' * concentration under some conditions." In previous studies using a vibrating
probe, we obtained evidence that actively extending goldfish retinal ganglion cell growth
cones also generate steady inward Ca' currents at their tips.- These currents are
presumably produced by leaky Ca' channels on the growth cone filopodia, and would
be expected to set up both a Ca' gradient and an electric field that might play an
important role in the growth process. Fura-2 imaging and patch-clamp recordings in
sympathetic neurons indicate that both L-type and N-type voltage-gated Ca channels
are present on growth cones, " and could play a role in spontaneous or evoked neuro-
transmitter release from growth cones." " Garbei et al. " recently found that during
differentiation PC I2 cells express an increased fraction of low-threshold T-type Ca. '

channels, and Streit and Lux" found that during ii.aial sprouting, PCI2 cell growth
cones generate current densities through Ca> channels that are 5.4 times higher than
those in the somata. They conclude that growing neurites of PC12 cells express high
densities of Ca2 ' channels in the growth cones, whereas in the neuritic shaft the Ca "
channel density is initially low, and increases later during neurite consolidation. These
findings are in substantial agreement with our present results, and serve to confirm our
earlier work on growth cone physiology obtained with a two-dimensional vibrating
probe"- in which we postulated the existence of a relatively high density of Ca
channels on growth cone filopodia.

Growth cones elongate by the addition of membrane at their tips. and neurotrans-
mitter release in growth cones or mature synaptic terminals must necessarily involve
the fusion of plasma and synaptic vesicle membrane. During periods of axon growth.
there is an accelerated fusion of membrane at the extending tip, and during augmented
neurotransmitter release, an increase in exocytosis within the presynaptic terminal
Long-term potentiation in the dentate gyrus. for example. is associated with an increasc
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in the number of front-line synaptic %esicles at poteiitiatel svnapses" - " and with an
inicrease in the probability of neurotransmnitter release. 2 As an intracellular protein
concentrated within growth cones and some presynaptic terminals. GAP-43 could
influence Ca-* -mediated events byN its interaction with calmodulin and/or by playing
a role in phospholipid metabolism. The present results suggest that GAP-43 is also
likely to influence these processes by regulating Ca' flux through Ca- channels.
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Ependymin, a Brain Extracellular
Glycoprotein, and CNS Plasticitya
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INTRODUCTION

Ependymin is a major glycoprotein component of the extracellular fluid (ECF) of
goldfish brain.' It has been implicated in the process of formation of synaptic changes
during the consolidation step of learning23 and in neuronal regeneration.' It is also
present in mammalian brain.5 Ependymin was first identified by double-labeling experi-
ments, as a macromolecule that became more highly labeled after goldfish learned a
new pattern of behavior. '-.7 Control experiments investigating the effects of stress and
physical activity did not show such changes.6'7 In addition, injections of ependymin
antisera into the fourth ventricle of goldfish brain at 8-24 hr after the initiation of
training were found to block long-term memory (LTM) but not short-term memory.
Antisera to ependymin were also found to block LTM in an avoidance conditioning-
shuttle box type of experiment.'

CNS EPENDYMIN LEVELS CHANGE AFTIER CLASSICAL
CONDITIONING

Recent experiments indicate that the concentration of ependymin in ECF of goldfish
brain changes after the animals learn a classical (Pavlovian) conditioning behavior.' 0

Goldfish were trained in a sound-proof, light-tight chamber (FIG. 1) to associate the
onset of a light stimulus (CS, or conditioned stimulus) with the arrival of a shock (US,
o; unconditioned stimulus) using the CS-US parameters established by Bitterman.'
ELISA measurements of the concentrations of ependymin in brain extracts enriched
with ECF proteins showed that the levels of ependymin decreased for the animals that
received the CS-US in a paired presentation but not when the stimuli were delivered
in an unpaired manner. TABLE I summarizes the data as a function of the time after
initiation of training. The results for the paired stimulus group show an initial 19%
decrease at 3.5 hr (p value of .05 in a t test) after the initiation of training, followed
by a 20% increase at 5 hr (p value of .0005 in a t test). No significant changes were
found for the unpaired stimulus group. These data are consistent with previous findings
which indicated that increased ependymin synthesis and release into ECF occurs at
5-6 hr after the acquisition of a behavior,' 2 a time span corresponding to the transcrip-
tion and translation rate of messenger RNA in goldfish brain.' 2 Similar ECF ependymin
changes occurred when goldfish were trained to swim with a float.'II The results suggest
that, following a decrease of ECF ependymin levels, the brain is stimulated to synthesize

aThis work was supported by the National Institute of Neurological and Communicative

Disorders and Stroke (NS25748).
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and secrete more of the protein into ECF. Thus in two separate experiments ECF
ependymin was used up as a consequence of a training procedure. It was surprising to
find that as much as 7 ig of the protein was used up in a 70 mg goldfish brain in the
classical conditioning experiment. Such a result raises the possibility that ependymin
might be involved in some general CNS function that takes place during the process.

Ependymin is also present in mammalian brain and appears to be involved in the
consolidation step of learning.' In experiments using Balb-c mice. thirsty animals were
trained to find water in one arm of a T-maze. Analysis of the pattern of protein synthesis
by double-labeling methods showed that increased labeling of a protein with the same
molecular weight, subcellular localization, and immunoreactivity properties as epen-
dymin occurs in the brains of the trained mice in comparison with contro!s. Also, in
studies of long-term potentiation of rat brain hippocampal slices the only specific

US-

FIGURE 1. Apparatus for the classical conditioning experiment. Goldfish were trained to associ-
ate light as the CS with the onset of a shock (8 V at 60 Hz) as the US in a sound-proof. light-tight
chamber. The paired stimulus group (experimentals) received 25 CS-US stimuli delivered ran-
domlv. with the stimuli being 90 or 180 sec apart. Controls (unpaired stimulus group) in a separate
tank received CS or US (25 each) in a random sequence with the stimuli being 90 sec apart during
a 90-min period.

protein changes observed were components of products that were released into the
incubation medium." , ' Thus, three types of behavioral experiments in the goldfish
(swimming with a float, avoidance conditioning. and classical conditioning) and two
experiments in the mammalian brain (T-maze learning in the mouse and long-term
potentiation in rat brain hippocampal slices) implicate ependymin in the consolidation
step of learning and plasticity of the CNS. ' t 7 These findings led to the hypothesis that
ependymin may be involved in some aspect of synapse formation or modification that
may occur during the consolidation step of LTM formation. " The data raise two
important questions about the role of such a protein: 1) How can an extracellular
protein participate in such a process? 2) Why is there so much of the protein used up
as a result of the acquisition of a new pattern of behavior? In attempts to explore these
and other aspects of ependymin function, we studied the molecular properties of
ependymin.
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TABLE I. Ependymin Changes in ECF

Paired Unpaired
CS-US Group" CS-US Group' Percentage

Time' Ependymin Ependymin Change
(hr) Level N Level' N (paired/unpaired) Statistics,

3.5 115 ± 32 8 142 ± 24 7 -19 <.05, >.025
5.0 175 ± 18 24 139 ± 13 24 +20 <.0005

25.5 141 - 11 8 145 ± 11 5 -3 NS

Time after initiation of training.
The paired groups received 25 stimuli in which the light was presented as the CS for 10 sec

followed by a 0.5-sec shock (8 V at 60 Hz) as the US during the last 0.5 sec of the CS.
The unpaired group received 25 presentations of the CS (10-sec light stimulus) and shock

(0.5-sec duration) delivered separately 90 sec apart in a random order.
' Each entry below indicates a mean ± SEM for the level of ependymin in ECF in ,.g

ependymin/mg ECF protein
I The entries below are p values derived from Student's t test. Thep values in the first two lines

indicate highly significant results.

MOLECULAR PROPERTIES OF EPENDYMIN

Ependymin is present in ECF as three types of disulfide-linked dimers of two acidic
(cx and /3) polypeptide chains (37 kDa and 31 kDa).'I About 50% of the ependymin
content of goldfish brain is in the brain extracellular fluid, with 50% being in the
cytosol fraction." ' The protein contains at least 10% carbohydrate as an N-linked
glycan. " Two-dimensional gel electrophoresis shows the presence of at least 7 a and
73 subtypes ofependymin with isoelectric points in the range ofpH 5 to 5.7, suggesting
a microheterogeneity and a possible existence of 49 types ofdimers."' The microhetero-
geneity of the molecule was found to persist even after removal of the N-linkcd glycan
fragments by N-glycosidase F. This result was confirmed by analysis of primary amino
acid sequence data 2 " that showed the presence of several points in the sequence of
the molecule that could have two or three alternate amino acid substituents. Investiga-
tions of the composition and properties of the carbohydrate moiety of ependymin
.howed that it had the same antigenicity as the cell surface glycoprotein HNK-I. This
ha., similar antigenic properties as the glycan epitope of the neural cell adhesion
molecule (NCAM). Jl, LI, the myelin-associated glycoprotein (MAG), and the sulfo-
glucuronyl glycolipid (SGGL),'; all of these contain a glucuronic acid sulfate.

The a and /3 polypeptide chains of ependymin have common antigenic sequences.
Antibodies raised against a can recognize /3 and vice versa.2 2 4 Treatment of O3 with
the peptide N-glycosidase F removes the N-glycan fragment to yield a lower molecular
weight form, y-ependymin (26 kDa)." FIGURE 2 shows the primary amino acid se-
quence of the y chain of ependymin determined by the cDNA method2 in comparison
to a partial sequence obtained by direct analysis of peptides isolated from proteolytic
digests.2 ' The two methods gave identical results. 5 The sequence shows no homology
to any known polypeptides, indicating that ependymin may be a unique brain macro-
molecule. The molecule has an N-terminal leader sequence, consistent with the previous
findings suggesting it was a secreted macromolecule.7 -2 An investigation of the phyloge-
netic distribution ofependymin-like macromolecules suggests that identical immunore-
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active products were present in brains of vertebrates including goldfish, chick, mouse,
rat, and human brain. 32' Immunoprecipitation data show that antisera to the goldfish
brain protein can precipitate mouse brain ependymin, and those raised against the
protein derived from mouse brain can precipitate goldfish brain ependymin, 21 sug-

gesting that there may be some cross-reactivity. The mammalian form of the protein
tends to remain as the dimer form in the presence of 3-mercaptoethanol.

One surprising property of ependymin is its capacity to form aggregates of fibrous
insoluble polymer (FIP). Solutions of pure ependymin form FIP 2r' 9 if the Cal' concen-
tration in solution is suddenly reduced by about 50% by the addition of a Ca2 

-

chelating agent such as EGTA. These aggregates, which may contain fibers as long as
1-2 mm (FIG. 3), once formed, could not be dissolved by restoring the Ca 2 ' to 10 mM or
by using 2% sodium dodecylsulfate (SDS) in 5 M urea, 100% acetic acid, chloroform/
methanol (2:1), saturated aqueous KCNS, and even 100% trifluoroacetic acid. FIP
was partially soluble in 80% formic acid. Such solutions, however, did not yield
water-soluble products when the formic acid was evaporated off or if it was removed
by dialysis after neutralization with sodium hydroxide. These properties differentiate
ependymin from other polymerizing macromolecules, such as tubulin, laminin, fibro-
nectin, and actin, that are known to form fibers that dissolve in 2% SDS in 5 M
urea. An investigation of the process of ependymin polymerization indicates that an
activation step is necessary before the molecules become polymerizable, that is, sensitive
to conditions that deplete Ca2 from the medium. Preliminary studies3" suggest that
the activation process may be an ATP-dependent phosphorylation step that converts
ependymin into its polymerizable form. Ependymin's capacity to form FIP aggregates.
if it occurs in vivo, may be an important factor in its CNS function.

EPENDYMIN POLYMERIZATION AND NEURONAL FUNCTION:
THE RULE OF TWO HYPOTHESIS

FIGURFt 4 illustrates a proposed hypothesis for the role of ependymin in neuronal
function.' The model shows two pathways converging on a single dendrite in a classical

SSHRQPCHAPPLTSGTMKVVSTGGH DLESG EFS Y DSKAN
SSHROPCHAPPLTSGTMKFVVSTG YDSKAN

KFR FVEDTAHANKTSHMDVLI HFEEGVLY E I DSKN ESCK
KFRFVEDTAHANKT IHFEEGVLY

KETLQFRKHLME I PDATHES E I YMG SPS I TEQGLRVRVW
E TL OFBRH E S E I Y MG S P S I T E VRVW

NGKF PELHAHY SMSTTSCGCLPVSGS Y HGEKKDLH FS FF
SKDLH FS F F

GVETEVDDLQVFVPPAYCEGVAFEEAPDDHS FF DLFH D
G V E T EVDDLQV F V P PAY C EG VA F EEA P DDH S F F DLF H

FIGURE 2. Amino acid sequence of -y-ependymin. The total sequence data obtained b% the
eDNA method' is shown, as well as a partial sequence (underlined) determined by analysis of
proteolytic digests of the y peptide chain."
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FIGURE 3. Polymerization properties of ependymin. Note the appearance of fibrous insoluble
polymer (FIP) aggregates (immunofluorescence staining, dark-field, light microscopy; original
magnification: 200x reduced to 83% of original size).

conditioning paradigm. Simultaneous or a correct sequential firing of the strong synapse
(large postsynaptic contact area) together with the weak (small contact area) synapse
results in a local depletion of the extracellular Ca-2 (FiG. 4B). In this process the
extracellular soluble ependymin becomes activated and polymerizes to form an extracel-
lular matrix at the locus of the "converging associating' pathways. A crucial assump-
tion ',-r the model is the notion that the "'associated" firing of two inputs results in a
large depletion of extracellular Ca2 ' (that is. > 50%) as compared to smaller decreases
that are normally obtained for the repetitive stimulation of a single pathway (,nat is.
< 10%). This step is essentially a modification of the Hebbian hypothesis" requiring
the simultaneous activation of two pathways (Rule of Two) to a cell in order to initiate
a change. The decrease in the local extracellular Ca 2  is accompanied by increased
uptake of intracellular Ca2 , activation of intracellular proteases. breakdown of cy-
toskeleton elements, and generation of spines (FIG. 4B).' 2 3' The model also illustrates
the possibility that soluble, locally activated ependymin in the ECF can enter into a
spine, to immediately polymerize in the low Ca2 environment to form part of the
postsynaptic density. Thus an extracellular matrix and new cytoskeleton elements are
formed. Such a structure essentially delineates the locus for the formation of new
synapses, and initiates the modification of preexisting weak into strong synapses (FIG.
4C).

This Rule of Two hypothesis proposes that coincident stimulation as an activation
mechanism may be generally employed by the nervous system for modifying neural
circuits for events that follow learning, regeneration, and development. ' ' Its appli-



SHASHOUA: EPENDYMIN AND CNS PLASTICITY 99

cation for the case of ependymin in the consolidation step of learning27 has essentially
four requirements: 1) there must be a steady supply of soluble ependymin in the
extracellular medium; 2) the simultaneous firing of the two inputs at the locus of
convergence must be able to generate a local extracellular calcium depletion signal
which is large (that is, about 50%) as compared to the 10% that is normally observed
for repetitive stimulation of a single pathway at frequencies below seizure thresholds;
3) an activation process must exist for converting the normally nonpolymerizable
ependymin into its polymerizable state (see phosphorylation data on ependymin below);
and 4) the polymerization initiation signal (that is, Ca2  depletion) at a local conver-
gence of two input sites must be rapid and transient. All these aspects of the Rule of
Two hypothesis have some supporting evidence.

In the goldfish the supply of ependymin is well regulated in the brain ECF.37 It is
found that new synthesis and release of the molecule occurs after depletion of ECF
levels following training.' Also, transient decreases (lasting about 2-3 min) of up to
70% in the extracellular Ca2 levels have been reported following stimulation of
multiple inputs in rat hippocampal slices in vitro as well as in vivo3 8- ° and in goldfish
optic tectum in vitro." In addition, studies of associative learning42 have demonstrated
that calcium accumulation occurs in a postsynaptic cell of Hermissenda when two
associating inputs are stimulated together, but not when each is stimulated separately.
The uptake of calcium could presumably produce a depletion of extracellular Ca2 at
sites of converging inputs. This, however, cannot account for the total quantity of
extracellular Ca2 + depletion that is required for ependymin polymerization. Presum-
ably the major Ca2 + uptake system might involve anionic components of the bilipid
layer of the cell membranes, such as an exchange of Na+ for Ca2 + in the phosphate
groups of lipids.

Recent studies of the polymerization of ependymin 0 suggest that its activation
involves a phosphorylation of the molecule by protein kinase C in the presence of
extracellular ATP. Both cholinergic4" and adrenergic" systems have been found to
release ATP into the extracellular space after stimulation. In addition, the existence of
an ectokinase in the CNS has been reported.4 5 Thus an energy source as well as an
enzyme system capable of acting on an extracellular substrate, such as ependymin, are
available in the CNS.

FA 1t'0'g synapse C strong synapse
. Diagra lusai ettace rizar strong synpsoe

tIochondpion src a t re

converge n0g

/ 00A

oosfsynaptic webs 1Ca" 1, r (Ca~ji0
dencinte

FIGURE 4. Diagram illustrating the ependymin polymerization (Rule of Two) hypothesis. In
the initial st ate (A), two inputs-one strong (large contact area), one weak (small area of contact)-
converge onto a dendrite. During associative learning a simultaneous or a sequentially correct
firing of the two inputs results in a Ca2 depletion in the local extracellular space and increases
Ca2 within the dendrite (B). Ependymin in the extracellular space polymerizes to form a
fibrous extracellular matrix. The increased intracellular Ca2 activates proteases that break down
intracellular cytoskeletons to initiate the formation of a spine.3'"4 Entry of ependymin into the
spine produces polymers that form a new cytoskeleton (C). These targeted sites are eventually
converted to strong synapses that can independently fire the cell.
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TESTS FOR THE RULE OF TWO HYPOTHESIS OF EPENDYMIN
POLYMERIZATION

To test for the possibility that ependymin may be involved in the formation and
modification of synapses, it is essential to select model systems in which one can know
when and where to look for synaptic changes. The regenerating goldfish optic nerve is
an example of such a system. Here a crushed optic nerve regenerates within a well-
defined time course,46 in a two-stage process in which the regenerating optic nerve first
grows back to the optic tectum and establishes a broad, diffuse pattern of connections
at 20-22 days postcrush. 47 4

1 In stage I, electrophysiological measurements show that
the synapses do respond to visual stimulation, but the animal cannot see. In stage II,
an activity-dependent refinement process occurs between day 22 and day 36 postcrush,
during which the animal's behaviorally initiated movements promote connectivity
changes and establish normal vision. 4

' This process requires coincident visually driven
inputs from neighboring retinal ganglion cells, to convert the initially diffuse pattern
of connectivity to a precisely organized tectal map (FIG. 5). The synaptic contacts that
do not receive coincident stimuli are then eliminated. This results in a reduction of the
multiple unit receptive field (MURF) sizes from a large value (30-38*) to the smaller
normal sizes (10-13') by a process that eliminates inappropriate connections. 47 -4 As
shown in FIGURE 5, this phenomenon, in which the apparent coincident activation of
overlapping inputs from neighboring cells results in neural circuit modifications, bears
a formal resemblance to the requirements of the Rule of Two hypothesis as proposed
for classical conditioning and ependymin polymerization (FiGs. 3 & 4). We therefore
investigated the effects of antiependymin IgG on the regeneration pattern of crushed
goldfish optic nerve.4 The antiependymin IgG was delivered continuously by infusion
via an osmotic minipump into the fourth ventricle of goldfish brain. The antibody had
no effect on the pattern of the growth of the axons, that is, during stage I. In stage II.
at days 22-35 postcrush, however, continuous infusion of the antibody produced a
blockade of the sharpening of the retinotectal projections. Thus MURF sizes remained
large (30-32*) for the animals receiving antiependymin IgG, whereas controls receiving
either preimmune IgG, buffer alone, or another antibody (anti-S100 IgG) had no effect
(TABLE 2). The MURF sizes in the control experiments (10.6-130) followed a recovery
time course comparable to that for untreated regenerating axons. The data suggest that
antiependymin lgG may exert its effect by binding to the polymerized matrix that may
be formed during the simultaneous stimulation of neighboring inputs, disrupting the
subsequent steps that establish a precisely organized tectal map. The involvement of
an extracellular matrix in this step may be similar to that reported for the reinnervation
of the neuromuscular junction-0 and neuronal development in which growing or regen-
erating axons have been found to seek and attach to specialized extracellular matrix
sites.

LTP AS A TEST SYSTEM FOR THE EPENDYMIN
POLYMERIZATION HYPOTHESIS

Long-term potentiation (LTP) of the rat hippocampal slice preparation has been
well established as a model system of neuroplasticity,5" 5 in which changes in the
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/

FIGURE 5. Stages in the regeneration of goldfish optic nerve axons. In stage I, the crushed
optic nerve regenerates from retinal ganglion cells to establish a broad, diffuse pattern of tectal
connections with overlapping regions from neighboring retinal ganglion cells. In stage II, an
activity-dependent process results in a sharpening of the tectal projection field with elimination
of inappropriate connections (nonoverlapping) to form smaller but stable receptive fields. The
multiple unit receptive field size changes from about 32 ° to 10-13' during this process.

TABLE 2. MURF Sizes of Regenerating Goldfish Optic Nerves'

Experimentals Controls

Dosage in Antiependymin
lgG Treatment (jgg/ml) MURFb Treatment MURF"

250 27.8 t 4.3 Nonregenerating side 9.3 ± 0.4
250 32.8 ± 2.2 Nonregeneratingside 10.1 ± 1.9

62 28.3 ± 1.9 Ringers 10.6 ± 0.1
62 30.8 ± 1.8 Goat antirabbit IgG 12-2 ± 0.5
62 35.5 ± 2.6 Goat antirabbit IgG 13.1 ± 0.8
62 32.4 ± 2.4 Goat antirabbit IgG 12.2 ± 0.4
62 34.1 ± 1.7 Anti-SIO IgG 12.2 ± 0.5

Average 31.8 ± 1.0 12.1 ± 0.4

aControl and experimental fish received an infusion of affinity-purified IgG (0.25 mg/ml) from
an osmotic minipump on days 21-40 after optic nerve crush. The MURF measurements were
carried out using extracellular electrodes on day 47 postcrush at an average of 17 sites for
experimentals and 27 sites for controls. The pump flow rate was 3.5-4.4 id/day. The results
show that antiependymin IgG blocks sharpening of connections. The receptor field sizes for the
experimentals remain large (31.8") as compared to a variety of control treatments (12. 1).

'Each value below is a mean ± SEM. MURF values are expressed in degrees.
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number of synapses3 '"' have been observed. The slice consists of a well-defined, three-
synaptic circuit. Afferent stimulation of the Schaffer collateral pathway to CAI den-
drites by application of a brief tetanizing train (100 Hz for I sec) produces a long-lasting
postsynaptic field potential response that is 2-10-fold larger than for unstimulated
controls. LTP lasts for over 10 hr in vitro and several months in vivo. " Previous studies
on the effects of LTP on the pattern of protein synthesis showed that the only changes
detectable were those associated with the products released into the extracellular
medium."," No protein changes were found in the cytoplasmic, synaptosomal, nuclear,
and membrane subcellular fractions. Subsequent studies demonstrated that ependymin
is a prominent component of the products released into the extracellular medium and
that the CAI pyramidal cells, as well CA2, CA3, and CA4, contain immunoreactive
components that are similar to ependymin.55-5 These findings raise the possibility that
ependymin may be used up during LTP, perhaps by a process that generates FIP in
stratum radiatum at sites where new synapse formation has been noted.33 4

We therefore used standard methods to obtain LTP at CAI and developed an
immunohistochemical method to look for the presence of polymerized ependymin in
thc slice. Each slice was stimulated via its Schaffer collateral pathway to give a 2-3-fold
increased response that was stable for at least 1 hr 14'1 and then extracted at 0 'C for 3
hr in isotonic medium to remove any remaining soluble ependymin that may have been
present in its extracellular space, prior to fixation for 15 min in 5% acrolein. 5' This
step was found to be essential for eliminating nonspecific polymerization of ependymin
during subsequent processing. After several washing steps, each slice was cut into
50-jkm-thick sections in a vibratome and immunohistochemical studies were carried
out on the second and third sections using rabbit antiependymin serum (HIROKO)
raised 'gainst the mouse brain derived protein. FIGURE 6 shows the pattern of localiza-
tion of the horseradish peroxidase reaction product at the light microscope level. Both
the experimental and control unstimulated sections show the expected presence of
intracellular ependymin in the hippocampal pyramidal and dentate granule cells. This
is consistent with the known pattern of localization of the protein in hippocampal
neuronsf6 In the potentiated sections, there was additional staining: a dot-like pattern
was present in the stratum radiatum ar' stratum oriens of the CAI region. This
stopped abruptly at the border of the CA3 region of the slice. FIGURE 7 depicts the
same fields at a higher magnification, illustrating the difference between the stimulated
CAI and the unstimulated CA3 regions, which serve as an internal control for the
same slice. Additional control unstimulated slices (data not shown) that were treated
with preimmune serum and those that received no primary antibody showed no such
staining patterns. These data suggest that ependymin polymerization may occur at
axodendridic regions of pyramidal cell dendrites where multiple pathways are stimu-
lated during generation of LTP. This finding is implicated by the observed structural
changes in previous studies3 .'3 4 and is consistent with the Rule of Two hypothesis,
which would predict the formation of FIP at sites of convergent inputs.

FIGURES 8 & 9 show the results of electron microscopic studies of these same slices
after fixation with gluteraldehyde and osmium. Control and potentiated slices were cut
into thin sections and processed by identical methods; no treatments with uranyl acetate
or lead were used to allow for better contrast. The potentiated slices show the presence
of a reaction product at extracellular sites localized in the synaptic cleft and at some
postsynaptic sites. In control slices, the synaptic regions appear as faintly stained
zones, suggesting the absence of an immunoreactive product. The results suggest that
ependymin polymerization may have occurred in the potentiated slices, where it appears
to be localized at synaptic extracellular regions and postsynaptic density regions,
occasionally invading into some presynaptic sites.
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FIGURE 6. Immunohistochemical localization of antiependymin staining sites in a rat hippocam-
pal slice after LTP. The diagram shows the distribution of the horseradish peroxidase reaction
product in a slice potentiated via the Schaffer collaterals to the CA I region (note the region,
labeled A and B in the diagram; these regions correspond to the photographs labeled A and B).
A dot-like staining pattern is found in stratum radiatumn and stratum oriens at the CAI pyramidal
cell region. Photograph A shows the CA3 region and its border with CAI. Note the sudden
appearance of dots at the demarcation zone between CA I and CA3. The region below CA3 is
essentially clear as compared to the CAl stratum radiatium zone. Both CAl and CA3 pyramidal
cell somas contain ependymin and are stained by the antibody. (Magnification: 100x; reduced to
6717 of original size).



104 ANNALS NEW YORK ACADEMY OF SCIENCES

A *-B

FIGURE 7. Comparisons of stratum radiatum staining patterns with antisera to ependvmin
below CA3 (A) and CAl (B). Data are for the same slice as in FIGURt- 6. Magnification: 400 :
reduced to 49% of original size. The CA I region has been stimulated: the CA3 region has not.
Note the extra appearance of the dot-studded zone at CAI but not at CA3.

EVIDENCE FOR THE POLYMERIZATION OF EPENDYMIN
I.N VIVO

The fact that ependymin polymerization may occur after LTP ' and in regenerat-
ing optic nerve' led us to look for the possibility that it may also take place in vivo in
the CNS. We therefore devekped a method for isolating FIP from brain subcellular
fractions."' The assay depends on the observation that once polymerized, ependymin
fibers can no longer be dissolved in 2% SDS in 5 M urea (thus, with this solvent, one
can dissolve away all the components of brain tissue to leave a residue of aggregates
that may include polymerized ependymin). Such solutions, after sedimentation for 3
hr at 300,000 x g, yielded pellets that upon further purification by dialysis were
found to contain fibers that were retained on millipore filters (0.2 /m pore size). This
procedure showed that both goldfish and mouse brain contained about the same amount
of FIP (6.7 /xg/mg brain protein), and that this FIP was largely concentrated in the
synaptosomal subcellular fraction.

2
1

With the exception of ependymin, all known fibers formed from proteins such as
tubulin, actin, neurofilament protein, laminin, and fibronectin are soluble in a 2%
SDS- 5 M urea solvent. Analysis of the immunoreactivity of FIP using a dot-blot assay
showed that they readily interacted with antiependymin lgG but not with preimmune
serum or with horseradish peroxidase-coupled secondary antibody alone. In addition.
the aggregates of FIP were found to be cross-reactive toward antibodies raised agaitst
other fiber-forming components of the extracellular matrix such as laminin and fibro-
nectin as well as the intracellular proteins tubulin and tau (a protein present in paired
helical filaments") (FIG. 10). They did not react with an antimouse neural cell adhesion
molecule (NCAM) antibody directed against its polypeptide epitope. Immunoreactivity
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properties ofithe same type were found to be present in FIP prepared by the r. .ymeriza-
tion of pure ependymin in vitro (Ficr. 10). The cross-reactix ty properties were quite
surprising because the primary amino acid sequence of ependymin did not show any
significant homologies to any long segn''nts of these proteins. However, if the sequence
aailscs wecre carried out comparing segments that were about five to seven amino
acids long, then specific homologies were found. TAsmI 1 3 shows that ependymin
contain,, sequence, that would be suitable epitopes for raising antisera that might
recognize ibrorectin. laminin. tubulin, as well as human NCAM (no analogy to mouse
NCA M w. as found). This w as confirmed by western blots, " F16 R r- I I depicts the y
pol~peptidce chain of eperid~min showing the location of a fibronectin-related site near

Y -4
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FI(.LRF R. Flectron micrographs of sections of rat brain hippocampal slices showing stratumn
1 3lit Un regions stained %%ith antisera to ependvin A and C show sections from a potentiated
Ske spake hars 0) 6) P). B is a control (space har 0 h lii. All slices were extracted with isotonic
itedia to remci residuial sotlibte F.CV epend -nuns prior to fixation in 5''- acrolein. The sections

%%ere then stained first Aiih '_rabhit aniiepend~min serum fotlowed by is ferritin-labeled goat
mitirabbit IgGi Note the staining pattern oif extracellu~ar and postNnapiic areas. together with
an ot. ,iial insasion of a pres~mnptic siieshow ing the t'-cus oif polymerized ependymin loci. No
ui ans ace! ate or lead s%,as used
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FIGURE 9. Electron micrographs of sections of stratum rao,-tion regions oi rat brain hippocam-
pal slices. Both cotrol (A) and potentiated (B) slices were first extracted with isotonic media at
0 C for 3 hr to remove any soluble residual ECF ependymin prior to fixation with 5% acrolein.
The slices were stained with ], rabbit antiependymin serum followed by /.,, goat antirabbit-
horseradish peroxidase (avidin-biotin method). No uranyl acetate or lead salts were used. Note
the presence of ; dense stain at postsynaptic sites in the potentiated section.

the C-terminal. a laminin sequence near the N-terminal, and a tubulin segment near
the midpoint of the molecule. Thus, although such short sequences are normally
considered to be too close to a random correlation to be relevant, they should neverthe-
less be regarded as significant because of the immunoreactivity data.

Further evidence for the presei.ze of FIP in brain was obtained from labeling studies
vk th 'S methionine.2 ' These showed that about 0.23% of the incorporated counts,
present in the synaptosomal fraction, were associated with the FIP fraction. The results
suggest that FIP is formed in vivo. It appears to be a normal constituent of the CNS.
The fact that it is formed in the brains of control animals suggests that it must be
continuously generated. One must therefore consider the possibility that it has a turn-
over rate regulated bv specific proteases that may exist in the brain for "FIP removal"
after it has served its function.

NMDA RECEPTORS, PKC TRANSLOCATION, AND EPENDYMIN
POLYMERIZATION

A number of studies have reported that the N-methyl-t-aspartate (NMDA) recep-
tor channel complex plays a key role in molecular mechanisms of associative learn-
ing." -" ' brain development.' ' and neuronal regeneration."' It has been found that follow-
ing activation of NMDA receptors by glycine and glutamate, an intracellular Ca:"
influx takes place. This causes, among other changes, a release of int-acellular diacyl-
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glycerol (DAG). DAG and Ca" then activate protein kinase C (PKC)x 72 and promote
its translocation to the cell membrane. After classical conditioning, PKC was found73

to translocate to cell membrane sites in the stratum radiatum and stratum oriens
regions of the rat hippocampal slice. These sites are essentially identical to those
obtained by staining with antiependymin sera after LIP (FIGs. 6 & 7), and raise the

INTERACTIONS OF ANTIBODIES WITH INSOLUBLE SYNAPTOSOMAL FIBERS

NO PRIMARY ANNA NK EIBMEIN LAMININ
(1/5000) (1/5) (1/100) (1/100)

MoCAM 5D7 TUBULIN PHE
(1/100) (1/10) (1/20) (1/200)

IMMUNOREACTIVI'Y OF INSOLUBLE EPENDYMIN FIBERS

NO PRIMARY ANNA 1/5000 FIBRQ CTIN 1100 -

TUUI /0 MoCAM 1/100 PH I1/200
:2-o,/

I-- - P -M

FtGURE 10. Comparisons of dot-blot assay patterns of the immunoreactivity properties of FIP
isolated from goldfish brain synaptosomes with FIP prepared by polymerization of pure epen-
dymm Note that both types have similar staining patterns. Control filters loaded with equivalent
amount% of FIP but not treated with any primary antibody and those treated with antimouse
NCAM did not stain. ANNA is a rabbit polyclonal antigoldfish ependymin antibody: HNK and
5D7 are monoclonal antigoldfish antibodies directed against the carbohydrate and polypeptide
epitopes of ependvmin: MoCAM and PHF are polyclonal antil- dies to polypeptide epitopes of
mouse NCAM and lau
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possibility that the formation of FIP from activated ependymin, occurring at such sites,
may be related to the presence of translocated PKC. (PKC has also been implicated
in LTP.7 4'7 ) Because the activation of ependymin molecules to their polymerizable
state requires a phosphorylation step, one must postulate the existence of i mechanism
that generates an ectoenzyme at the sites of "associating inputs." One possible candidate
for such a function may be the translocated PKC, which, as a result of its migration
to the cell membrane, becomes available to phosphorylate an extracellular substrate.
This speculative hypothesis is illustrated in FIGURE 12. Here the enzyme acts as
an ectokinase, using the extracellularly released ATP to phosphorylate extiacellular
ependymin at the locus of associating inputs. The phosphorylated ependymin can then
polymerize to form an extracellular matrix at the site where NMDA activation occurs,
provided that the extracellular Ca2 + depletion is sufficiently large. The possibility that
the phosphorylated ependymin could actually enter the cell is supported by recent
findings showing that phosphorylated macromolecules do enter into cells. 16 This mecha-
nism assigns a function to the PKC translocation phenomenon; that is, this mechanism
suggests that PKC translocation is a device for targeting an enzyme to work on an

RESIDUE NUMBER

I I

1 50 100 150 200

* t t f
LAMININ T FIBRONECTIN

TUBULIN

F -RECEPTOR

NCAM

FIGURE 11. Diagram of the loci of cross-reactive regions in the primary amino acid sequence
of the ependymin y polypeptide chain.

extracellular substrate at a specific locus. One consequence of this notion is that it
provides a means for coupling events that have been postulated6 8 7 4 for short-term
memory to a long-term memory related aspect, that is, the polymerization of ependymin
and its participation in the consolidation step of learning. 29'30 We do not yet know
whether the hypothesis illustrated in FIGURES 4 & 12 will prove to be valid. Any
proposed mechanism, however, will not only have to account for the depletion of
ependymin from ECF and a local decrease of extracellular Ca2+ at the convergence of
associating inputs, but also to provide a purpose for the translocation of PKC to cell
membranes and the release of ATP into ECF.

SUMMARY

Ependymin, a glycoprotein of the brain ECF, has been implicated in the neurochem-
istry of memory and neuronal regeneration. Three behavioral experiments (swimming
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with a float, avoidance conditioning, and classical conditioning) in the goldfish and one
in the mouse (T-maze learning) indicate that ependymin has a role in the synaptic
changes that take place in the consolidation step of memory formation and the activity-
dependent phase of sharpening of goldfish retinotectal connections during neuronal
regeneration. The ECF concentration of the protein was found to decrease after the
goldfish learned to associate a light stimulus (CS) with the subsequent arrival of a
shock (US): paired CS-US gave changes whereas an unpaired presentation of CS-US
gave no changes relative to the unstimulated controls.

Ependymin is present in ECF as a mixture of three disulfide-linked dimers of two
acidic (a and /3) polypeptide chains (37 kDa and 31 kDa). Upon removal of its N-linked

INSIDE OUTSIDE PRESYNAPTIC

RELEASE

2+ GMD 2+
DlAG Ca Ca

ATP

EPENDYMIN

(E)

'Rc -bPKC

P S D *E--PO

MATR

POLYMERS

FIGURE 12. Diagram illustrating a possible role of protein kinase C (PKC) in the phosphoryla-
tion and polymerization of ependymin. The hypothesis shows that following the activation of the
NMDA receptor, an influx of extracellular Ca2 , together with diacylglycerol (DAG) results in
the activation and translocation of PKC to the cell membrane. The PKC is inserted into the
membrane with its enzymatic active site protruding into the extracellular space. This then uses
the extracellular presynaptically released ATP to phosphorylate ependymin (E). The E-P0 4 may
then enter the postsynaptic site and polymerize in the cytosol to form part of the postsynaptic
density (PSD) complex as well as polymerize extracellularly to form an extracellular matrix. Such
a sequence of biochemical changes is proposed for initiating the modification of preexisting
synapses or the formation of new synapses (see FIG. 4).

glycan fragment by N-glycosidase F, the/3 chain yields y-ependymin (26 kDa). Deter-
minations of the amino acid sequence of -y-ependymin indicate that it is a unique
protein with no long sequence homologies to any known polypeptide. There are,
however, small segments (5-7 amino acids long) with homologies to fibronectin, lami-
nin, and tubulin.

Ependymin has the capacity to polymerize into FIP (after activation by phosphory-
lation) in response to events that deplete ECF calcium. FTP is insoluble in 2% SDS in
6 M urea, 10 mM Ca2 Ac2, 100% acetic acid, chloroform/methanol (2/I). saturated
KCNS, and even 100% trifluoroacetic acid. FIP was found to be present in goldfish
brain and to be formed as a labeled product in vivo. Ependymin's FIP-forming property
was used to propose a molecular hypothesis for generating synaptic changes in response
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to local extracellular depletions of calcium at sites of "associating inputs." The model
assumes that, following NMDA receptor stimulation, the translocated PKC that is
generated activates extracellular ependymin by converting it to its phosphorylated form
using presynaptically released ATP. The hypothesis was tested in studies of LTP of
rat hippocampal slices at CA 1. After LTP, new sites that stained with antisera to
ependymin, visible at 1OOX, were obtained in its potentiated radiatum in the CAl
region but not in the unnotentiated CA3. Electron microscopic studies showed that
the horseradish peroxidase reaction product obtained was localized at synaptic clefts
and postsynaptic regions. The results suggest that FIP may be formed at extracellular
and postsynaptic loci where multiple associating inputs interact at CAl.

REFERENCES

1. SHASHOUA, V. E. 1976. Brain metabolism and the acquisition of new behaviors. I. Evidence
for specific changes in the pattern of protein synthesis. Brain Res. 111: 347-364.

2. SHASHOUA, V. E. 1977. Brain protein metabolism and the acquisition of new behaviors. It.
Immunological studies of the a-, fl-, and y-proteins of goldfish brain. Brain Res. 122:
113-124.

3. SHASHOUA, V. E. 1982. Molecular and cell biological aspects of learning: Towards a theory
of memory. In Advances in Cellular Neurobiology. S. Fedoroff & L. Hertz, Eds. Vol. 3:
97-141. Academic Press. New York, NY.

4. SCHMIDT, J. T. & V. E. SHASHOUA. 1988. Antibodies to ependymin block the sharpening
of the regenerating retinotectal projection in goldfish. Brain Res. 446: 269-284.

5. SHASHOUA, V. E. 1983. The role of specific brain protein in long-term memory formation.
In Changing Concepts of the Nervous System. A. R. Morrison & P. L. Strick, Eds.:
681-716. Academic Press. New York, NY.

6. SHASHOUA, V. E. 1977. Brain protein metabolism and the acquisition of new patterns of
tehavior. Proc. Nat). Acad. Sci. USA 74: 1743-1747.

7. SHASHOUA, V. E. 1979. Brain metabolism and the acquisition of new behaviors. II. Evidence
for secretion of two proteins into the brain extracellular fluid after training. Brain Res.
166: 349-358.

8. SHASHOUA V. E. & M. E. MOORE. 1978. Effect of antisera to,/3 and y goldfish brain proteins
on the retention of a newly acquired behavior. Brain Res. 148: 441-449.

9. PIRONT, M. L. & R. SCHMIDT. 1988. Inhibition of long-term memory formation by anti-
pendymin antisera after classical shock avoidance conditioning in goldfish. Brain Res.
442: 53-62.

10. SHASHOUA, V. E. & G. W. HESSE. 1989. Classical conditioning leads to changes in extracellu-
lar concentrations of ependymin in goldfish brain. Brain Res. 484: 333-339.

11. BITTERMEN, M. E. 1964. Classical conditioning in the goldfish as a function of the CS-US
interval. J. Comp. Physiol. Psychol. 58: 359-366.

12. SHASHOUA, V. E. 1970, RNA metabolism in goldfish brain during acquisition of new
behavioral patterns. Proc. Natl. Acad. Sci. USA 65: 160-167.

13. SCHMIDT, R. 1986. Biochemical participation of glycoproteins in memory consolidation
after two different training paradigms in goldfish. In Learning and Memory: Mechanisms
of Information Storage in the Nervous System, Advances in Bioscience. H. Mattheis, Ed.
Vol. 59: 213-222. Pergamon. Oxford.

14. DUFFY, C., T. J. TEYLER & V. E. SHASHOUA. 1981. Long-term potentiation in the hippocam-
pal slice: Evidence for stimulated secretion of newly synthesized proteins. Science 212:
1148-1151.

15. HESSE, G. W., R. HOLSTEIN & V. E. SHASHOUA. 1984. Protein release from hippocampus
in vitro. Brain Res. 305: 61-66.

16. SHASHOUA, V. E. 1985. The role of brain extracellular proteins in neuroplasticity and

learning. Cell. Mol. Neurobiol. 5: 183-207.



112 ANNALS NEW YORK ACADEMY OF SCIENCES

17. SHASHOUA. V. E. 1988-1989. The role of ependymin in the development of long-lasting
synaptic changes. J. Physiol. (Paris) 83: 232-239.

18. SCHMIDT, R. & V. E.SHASHOUA. 1981. A radioimmunoassay forependyminsg and y:Two
goldfish brain proteins involved in behavioral plasticity. J. Neurochem. 36: 1368-1377.

19. SHASHOUA, V. E., P. F. DANIEL, M. E. MOORt & F B. JUNGAI.WAIA. 1986. Demonstration
of glucuronic acid on brain glycoproteins which react with HNK-I antibody. Biochem.
Biophys. Res. Commun. 138: 902-909.

20. SHASHOUA. V. E. 1988. Monomeric and polymeric forms ofependymin: A brain extracellular
glycoprotein implicated in memory consolidation processes. Neurochem. Res. 13:
649-655.

2i. "3NI(bSiORI-ER, A., S. SiIERKiS. C. ECKERSKORN, F. LOTFSPFICH, R. ScHMII)I & W.
HOFFMANN. 1989. Molecular characterization of an ependymin precursor from goldfish
brain. J. Neurochem. 52: 310-312.

22. KONIGSTORIER, A., S. STERRERS & W. HOFFMAN. 1989. Biosynthesis of ependymins from
goldfish brain. J. Biol. Chem. 264: 13689-13692.

23. CHAN, D. K. H., A. A. I.YaS, J. E. EVANS, C. Cos-TiF.i.o, R. H. QUARAIES & F. B.
JUNGALWAI.A. 1986. Structure of sulfated glucoronyl SGGI glycolipids in the nervous
system reacting with HNK-I antibody and some IgH paraproleins in neuropathy. J. Biol.
Chem. 261: 11717-11725.

24. SCHMIDT, R. & V. E. SHASHOUA. 1983. Structural and metabolic relationships between
goldfish brain glycoproteins participating in functional plasticity of the central nervous
system. J. Neurochem. 40: 652-660.

25. SHASHOUA. V. E. & G. W. HiEsst-. 1990. Primary amino acid sequence of y-ependymin by
analysis of proteolytic digests. Submitted for publication.

26. MAJOCHA, R. E.. R. SCHMIDT & V. E. SHASHOUA. 1982. Cultures of zona ependyma cells
of goldfish brain: An immunological study of the synthesis and release of ependymins. J.
Neurosci. Res. 8: 331-342.

27. SHASHOUA. V. E. 1985. The role of brain extracellular proteins in neuroplasticity and
learning. Cell. Mol. Neurobiol. 5: 183-207.

28. SHASHOUA. V. E., H. EPSTEIN & M. E. MOORE. 1990. Extracellular protein changes during
periods of rapid postnatal mouse brain development. Submitted for publication.

29. SHASHOUA, V. E., G. W. HESSE & B. MILINAZZO. 1990. Evidence for the in vivo polymeriza-
tion of ependymin: A brain extracellular protein. Brain Res. 522: 181-190.

30. NOLAN, P. M. & V. E. SHASHOUjA. 1989. Mechanisms of ependymin phosphorylation in
goldfish brain ECF. Soc. Neurosci. Abstr. 15(1): 961.

31. HERB. D. 0. 1949. The Organization of Behavior. J. Wiley & Sons. New York. NY.
32. SHASHOUA, V. E. 1985. The role ofextracellular proteins in learning and memory. Am. Sci.

73: 364-370.
33. LEE. K. S., F. SCHOIrLER, M. OLIVER & G. LVNCH, 1980. Brief bursts of high-frequency

stimulation produce two types of structural change in rat hippocampus. 3. Neurophysiol.
44: 274-258.

34. CHANG, F. L. & W. T. GREENOUGH. 1984. Transient and enduring morphological correlates
of synaptic activity and efficacy change in rat hippocampal slice. Brain Res. 309: 35-46.

35. BEAR. M. F., L. N. COOPER. & F. F. EBNER. 1988. A physiological basis for a theory of
synapse modification. Science 237: 42-48.

36. ALKON. D. L. 1984. Calcium-inactivated potassium currents: A biophysical memory trace.
Science 276: 1037-1045.

37, SHASHOUA, V. E. 1981. Extracellular fluid proteins ofgoldfish brain: StUdies ofconcentration
and labeling patterns. Neurochem. Res. 6: 1129-1147.

38. KRNJFVIC. K., M. E. MORRIS & R. J. REIFFENSTEIN. 1982. Stimulation-evoked potentiation
changes in extracellular K ' and Ca2 ' in pyramidal layers of the rat's hippocampus. Can.
J. Physiol. Pharmacol. 60- 1643-1657.

39, KRNJEVIC, K., M. E. MORRIS, R. J. REIFFENSTEIN & N. ROPERT. 1982. Depth distribution
and mechanism of changes in extracellular K' and Ca' 4 concentrations in the hippocam-
pus. Can. J. Physiol. Pharmacol. 60: 1658-1671.

40. SOMJEN, G. G. 1984. Acidification of oiterstitial fluid in hippocampal formation caused by
eizures and by spreading depression. Brain Res. 311: 186-188.

41. MORRIS, M. E., N. ROPERT & V. E. SHASHOUA. 1986. Stimulus-evoked changes in extracel-



SHASHOUA: EPENDYMIN AND CNS PLASTICITY 113

lular calcium in optic tectuin of goldfish: Possible role in neuroplasticity. Ann. N.Y. Acad.
Sci. 481: 375-377.

42. Co NoR, J. A. & D. L. At KON. 1984. Light- and voltage-dependent increases of calcium
ion conccntration in molluscan photoreceptors. J. Neurophysiol. 51: 745-752.

43. WHI it., T. D i 77. Direct detection of depolarization-induced release of ATP from a
synaptosomal preparation. Nature 267: 67-68.

44. RICHARDSON, P. 1. & S. J. BROWN. 1987. ATP release from affinity-purified rat cholinergic
nerve terminals. J. Neurochem. 48: 622-630.

45. ZHANG, J., E. KORNECKI, J. JACKMAN & Y. H. EHRLICH. 1988. ATP secretion and extracel-
lulai protein phosphorylation by CNS neurons in primary culture. brain Res. Bull. 21:
459-464.

46. GRAFSTEIN, B. 1969. Changes in the morphology and amino acid incorporation of regenerat-
ing goldfish optic neurons. Exp. Neurol. 23: 544-560.

47. SCHMIDT. J. T., D. L. EDWARDS & C. A. 0. STUERMER. 1983. The reestablishment of
synaptic transmission of regenerating optic axons in goldfish: Time course and effects of

blocking activity by intraocular injection and tetrodotoxin. Brain Res. 269: 15-27.
48. SCHMIDT. J. T. & D. L. EDWARDS. 1983. Activity sharpens the map during regeneration

of the retinotectal projection in goldfish. Brain Res. 269: 29-39.
49. EDWARDS, D. L. & B. GRAFSTEIN. 1983. Intraocular tetrodotoxin in goldfish hinders optic

nerve regeneration. Brain Res. 269: 1-14.
50. SANES, J. R. 1983. Roles of extracellular matrix in neural development. Annu. Rev. Physiol.

45: 581-600.
5I. ANDERSON, P., S. H. SUNDBERG, J. N. SWANN & H. WIGSTROM. 1980. Possible mechanisms

for long-lasting potentiation of synaptic transmission in hippocampal slices from guinea
pigs. J. Physiol. 302: 463-482.

52. Bi iss. T. V. P. & T. LoMo. 1973. Long-lasting potentiation of synaptic transmission in the
dentate area of the anaesthetized rabbit following stimulation of the perforant path. J.
Physiol. 232L: 1-356.

53. LYNCH, G. & J. SCHUBERT. 1980. The use of in vitro brain slices for multidisciplinary studies
of synaptic functions. Annu. Rev. Neurobiol. 3: 1-22.

54. TEYLER, T. J. 1980. Brain slice preparation: Hippocampus. Brain Res. Bull. 5: 391-403.
55. SHASHOUA, V. E. & G. W. HESSE. 1985. Role of brain extracellular proteins in the mecha-

nism of long-term potentiation in rat brain hippocampus. Neurosci. Abstr. 11: 782.
56. SCHMIDT, R., F. LOFFIER, H. W. MULLER & W. SEIFERT. 1986. Immunological cross-

reactivity of cultured rat hippocampal neurons with goldfish brain protein synthesized

during memory consolidation. Brain Res. 386: 245-257.
57. FAZEI . M. S., M. L. ERRINGTON, A. C. DOLPHIN & T. V. P. BLISS. 1988. Long-term

potentiation in the dentate gyrus of the anesthetized rat is accompanied by an increase in
protein efflux into push-pull cannula perfusates. Brain Res. 473: 51-59.

58. KING, J, C., R. M. LECHAN, G. KUGEtL & E. L. P. ANTHONY. 1983. Acrolein: A fixative for
immunocytochemical localization of peptides in the central nervous system. J. Histochem.
Cytochem. 31: 62-68.

59. SHASHOUA, V. E., G. W. HESSE & P. PASKEVICH. 1989. Localization of ependymin in
potentiated rat brain hippocampal slices. Submitted for publication.

60. SHiAc4ovA, V E. 1989. The role of ependymin in the development of long-lasting synaptic
changes. J. Physiol. (Paris) 83: 232-239.

61. KOSIK, K. S., L. D. ORECCHIO, L. BINDER, J. Q. TROJANOWSKI, V. M.-Y. LEE & G. LEE.
1988. Epitopes that span the tau molecule are shared with paired helical filaments. Neuron
1: 817-825.

62. KORNBLITH, A. R., K. UMEZAWA, K. VIBE-PEDERSEN & F. E. BARADLE. 1985.
Fibronectin-human sequences translated from mRNA. EMBO J. 4: 1755-1759.

63. ARGRAVOS, W. S., S. SUZUKI, H. ARAI, K. THOMPSON, M. D. PIERSCHBACHER & E.
RUOSLAHTI. 1987. Amino acid sequence of the human fibronectin receptor. J. Cell Biology
105: 1183-1190.

64. SCHATZ, P. J., L. PILLUS, P. GRISAFI, F. SALOMON & D. BOTSTEIN. 1986. Two functional
a-tubulin genes of the yeast Saccharomyces cervisiae encode divergent proteins. Mol. Cell
Biol. 6: 3711-3721.

65. BARl.OW. D. P., N. M. GREEN, M. KURKINEN & B. L. M. HOGAN. 1984. Sequencing of



114 ANNALS NEW YORK ACADEMY OF SCIENCES

laminin B chain cDNAs reveals C-terminal regions of coiled-coil alpha-helix. EMBO J.
3: 2355-2362.

66. SASAKI, M., S. KATO, K. KOHNO & G. R. MARTIN. 1987. Sequence of the cDNA encoding
the laminin B, chain reveals a multidomain protein containing cysteine-rich repeats. Proc.
Natl. Acad. Sci. USA 84: 935-939.

67. DICKSON, G., H. J. GOWER, C. H. BARTON, H. M. PRENTICE, V. L. ELSOM, S. E. MOORE,
R. D. COX, C. QUINN, W. PuTr & F S. WALSH. 1987. Human muscle neural cell
adhesion molecule (N-CAM): Identification of a muscle-specific sequence in the extracellu-
lar domain. t-ell 50:1119-1130.

68. ALKON, D. L. & T. J. NELSON. 1990. Specificity of molecular changes in neurons involved
in memory storage. FASEB J. 4: 1567-1576.

69. HARRIS, E. W., A. H. GANONG & C. W. COTMAN. 1984. Long-term potentiation in the
hippocampus involves activation of N-methyl-D-aspartate receptors. Brain Res. 323:
132-137.

70. SCHERER, W. S. & S. B. UDIN. 1988. The role of NMDA receptors in the development of
binocular maps in Xenopus rectum. Soc. Neurosci. Abstr. 14: 675.

71. SCHMIDT, J. T. 1990. Long-term potentiation and activity-dependent retinotopic sharpening
in the regenerating retinotectal projection of goldfish: Common sensitive period and
sensitivity to NMDA blockers. J. Neurosci. 10: 233-246.

72. NISHIZUKA, Y. 1984. Turnover of inositol phospholipids and signal transduction. Science
225:1365-1370.

73. OLDS, J. L., M. L. ANDERSON, D. L. MCPHIE, L. D. STATEN & D. L. ALKON. 1989.

Imaging and memory-specific changes in the distribution of protein kinase C in the
hippocampus. Science 245: 866-869.

74. ACKERS, R. F., D. M. LOVINGER, P. A. COLLEY, D. J. LINDEN & A. ROUTTENBERG.

1986. Translocation of protein kinase C activity may mediate hippocampal long-term
potentiation. Science 231: 587-589.

75. MEFFERT, M. K., K. D. PARFITr, V. A. DOZE, G. A. COHEN & D. V. MADISON. 1990.

Protein kinases and long-term potentiation. Ann. N.Y. Acad. Sci. This volume.
76. CASANOVA, J. E., P. P. BREITFELD, S. A. Ross & K. E. MOSTOV. 1990. Phosphorylation

of the polymeric immunoglobulin receptor is required for its efficient transcytosis. Science
248: 742-744.



Fosvergniigen
The Excitement of Immediate-Early Genes

KARL SCHILLING,a'b TOM CURRAN,: AND

JAMES I. MORGAN b

bDepartment of Neurosciences

and
'Department of Molecular Oncology and Virology

Roche Institute of Molecular Biology
Roche Research Center

Nutley New Jersey 07110

INTRODUCTION

Neurons typically respond to external stimuli by short-lived changes in membrane
conductance and excitability. It is now well established, however, that neurons are also
able to transduce these short-term stimuli into long-lasting changes. These include
functional and morphological alterations that are believed to underlie such fundamental
phenomena as learning and memory. Moreover, neuronal activity has been recognized
to play a major regulatory role during neural development. This implies that neuronal
excitation can also control gene expression in the maturing nervous system. Indeed, it
may be that similar biological responses underlie neuronal development in the embryo
and neuronal plasticity in the adult.

A fundamental quest of current neurobiological research is to understand the
molecular mechanisms linking ephemeral changes of membrane excitability to persis-
tent adaptive modifications. While the physiology of stimulus-excitation-coupling and
the molecular structures of the components subserving these phenomena have become
increasingly clear over recent years, our knowledge of the mechanisms mediating
long-term changes remains marginal, at best. Thus, while it has been postulated that
long-lasting functional and morphological reorganization of the nervous system ulti-
mately requires changes in gene expression (see, for example, reference 1), the molecular
mechanisms responsible for such alterations are still unclear.

New avenues to approach these problems opened with the observation that neuronal
stimulation rapidly activates the transcription of several protooncogenes (see, for exam-
ple, references 2-4; for a recent review, see reference 5). Several of these genes encode
DNA-binding proteins' that were subsequently shown to have the properties of tran-
scription factors. Thus, they have the potential to regulate, in a hierarchical fashion,
the transcription of genes that ultimately determine cellular behavior and phenotype.
Because of their rapid and transient induction, even in the absence of protein synthesis,
these genes have been classed together as cellular immediate-early genes (IEGs).' .' This
is by analogy to the IEGs of viruses that are promptly expressed upon infection of a
cell even if protein synthesis is inhibited. Furthermore, the analogy has been extended
in the sense that since viral IEGs regulate later aspects of the replicative cycle, their

' Karl Schilling is supported by a research fellowship from the Deutsche Forschungsgem-
einschaft (Schi 271/2-2).
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cellular analogues are thought to regulate expression of genes involved in a coordinated
phenotypic response to stimulation. It should be emphasized that not all cellular lEGs
are transcriptional factors. Indeed, some encode soluble, secreted proteins. Therefore,
it is suggested that stimulation elicits a cellular immediate-early response that includes,
as one of its facets, regulation of target gene transcription.

To date, the best studied cellular IEG involved in signal transduction is c-lbs.
Consequently, this gene has recently attracted the attention of numerous scientists
working in different fields of neurobiology.

The present communication is intended to give a short introduction to the role of
c-Jbs in signal transduction and its application to the neurosciences. Several extensive
reviews covering both the molecular biology of c-fos and its utility in neurobiological
research have appeared recently,"-" and the interested reader is referred to these
publications for further details.

THE c-fos GENE AND ITS PROTEIN

The structure of c-fos, the cellular homologue of the viral v-Jbs gene, has been
extensively characterized (for reviews, see references 9, 12, and 14). The c-fos gene
encodes a nuclear protein, Fos (apparent molecular weight: 62 kDa), that is subject to
extensive posttranslational modification, notably phosphorylation. In cooperation with
other transcription factors encoded by the jun gene family, Fos contributes to the
transcriptional regulator known as activator protein-I (AP-I) (reviewed in references
6 and 12; see also below). The interaction of Fos and its various partners is mediated
by a-helical protein domains consisting of heptad repeats of leucine residues, termed
the leucine zipper." Upon dimerization, these domains form a coiled coil that is held
together by a strong hydrophobic interaction."" -  The DNA-binding regions of Fos
and its related proteins, as well as those of the jun family, are located N-terminal to
the leucine zipper region. " The potential to bind to DNA and to regulate the transcrip-
tion of other genes is a key requirement for any switch that can translate short-term
environmental signals into lasting changes in cellular phenotype and behavior.

To date, several regulatory sequences have been shown to regulate transcription of
c-fos in response to a plethora of extracellular stimuli.' I

2" For example, the serum
response element (SRE) (also known as the dyad-symmetry element (DSE)), located
300 bases upstream of the transcription start site, mediates c-fos induction by serum
and several other agents, including activators of protein kinase C. The SRE participates
also in the autoregulation of c-fos2' (for a critical discussion of this issue, see reference
20). The sis/conditioned medium response element (SCME), at - 346. confers induc-
ibility by platelet-derived growth factor (PDGF) onto the c-fos promoter and functions
in an additive manner to the SRE, which is also responsive to PDGF." At - 60. c-fos
has a cyclic AMP/calcium response element (CRE/CaRE) that mediates regulation
by the second messengers cAMP and calcium. All of these cis-acting regulatory se-
quences are located in the 5'-untranslated region of c-/os. In contrast, thefos intragenic
regulatory element2 ' (FIRE) sequence lies at the Y-end of the first exon. This element
affects transcriptional elongation as opposed to initiation.

Although such a strict definition of response elements is helpful in experimental
approaches to the characterization ofc-fos regulation, increasing evidence suggests that
it does not adequately account for the regulation of c-fos expression. Rather, there
seems to be extensive cross-talk between various response elements (see references 5
and 10 for further details; see also references 24-27).
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In summary, extracellular stimuli that activate "classical" second messenger sys-
tems as well as polypeptide growth factors induce c-/os expression. The c-fos promoter
is capable not only of sensing these various stimuli, but also of integrating them.
Consequently, it seems appropriate to view c-/os not simply as a passive member in
the signal-transduction chain, but rather as an active signal-processing element that
participates in the integration of multiple stimuli into a unified (though by no means
simple) cellular response.

c-los IN NEUROBIOLOGY

The protooncogene c-/os caught the attention of neurobiologists with the observa-
tion that it is expressed by PCI2 cells following treatment with nerve growth
factor." These observations were extended by experiments indicating that agents
causing the activation of classical neurotransmitter receptors, 28 membrane depolariza-
tion,1

.
4

.
28 and direct activation of second messenger pathways3' 4 also lead to c-fos induc-

tion in PCI2 cells. Together, these findings prompted investigators to look for a role
for c-/os in the nervous system.

This was done initially in two paradigms. First, Morgan et al.3" used the Metrazole-

seizure model to follow c-/os expression after a general, rather synchronous depolariza-
tion of neurons and compared it to expression of c-/os in nonseizured brain. Although
there was some c-/os expression and Fos-like immunoreactivity (FLI-see below) in
control brains, seizures resulted in a massive induction of c-/os and FLI in the dentate
gyrus and the pyriform and cingulate cortex, which became positive 90 min after

stimulation. Subsequently, FLI appeared in many more areas, including the limbic
system, hippocampus, and entire cerebral cortex. Second, Hunt et al. " studied induc-

tion of FLI in spinal cord neurons after peripheral sensory stimulation. These studies
led to the concept that Fos (or rather, FLI) could be used to map metabolic activity
in the brain with single-cell resolution. A number of studies32 -34 subsequently compared
induction of FLI by several physiologic stimuli to changes in [ 4C]2-deoxyglucose
uptake, an established technique to monitor metabolic activity in the brain.3 5 While a
considerable overlap between the neuronal populations labeled by both techniques was
observed, there were also distinct and important differences (see references 32 and 33.
reviewed in reference 5). Thus while both c-fos (FLI) and deoxyglucose are valuable
methods to monitor neuronal activity, they clearly reveal different facets of neural
signaling processes.

Subsequently, a wealth of stimuli has been shown to induce expression of c-fos and/
or FLI in the intact nervous system and in primary cultures derived thereof (see, for
example, references 36-38, reviewed in reference 5).

While c-fos has proved to be a very helpful tool for neurobiologists, neurobiology
in turn contributed to our understanding of the functional importance of c-fos. In
particular, the seizure model3" of c-fos induction in the nervous system helped to
elucidate the relationship between c-fos and its related antigens, that is, Fos-related
antigens (Fras). Picked up initially by their cross-reactivity with antibodies to Fos,"8

these molecules have now been characterized as DNA-binding proteins that, together
with Fos and proteins encoded by thejun gene family, form transcription factor AP-I
(for review, see references 40 and 41). Analysis of expression of Fos and Fras in seizured
brain provided a detailed temporal and quantitative map of the expression of Fos
and Fras following a massive, synchronous stimulation. These results were pivotal in
formulating the concept that AP-i is not a static entity, but that its composition
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changes over time (reviewed in reference 10). Consequently, the binding preference of
the AP-I protein complex for different variations of the AP-l recognition motif may
change in a time-dependent manner. A second possibility is that variation in the
composition of AP-1 affects the gene regulatory activity of this complex. Finally, one
may envision a combination of both these possibilities as the most likely effect that a
change in AP-l composition may have on its function.

From a practical point of view, the expression of Fras in concert with Fos means
that proper identification of Fos by immunocytochemistry is not possible, unless an
absolutely monospecific antibody is used. As the history of the detection of Fras
suggests. such specific antibodies are rare, and it is not always possible to predict
specificity a priori. For this reason, it seems sound to speak of Fos-like immunoreactivity
(FLI), rather than Fos itself, whenever immunocytochemistry is used to map "Fos."

Whenever it is vital to be certain of the molecular entity recognized by a given
antibody, the combined application of immunocytochemical and biochemical (immuno-
precipitation and/or immunoblotting) methods is essential. Unfortunately, biochemical
studies cannot match the cellular resolution obtained by immunocytochemistry. Thus,
novel approaches have to be taken if one is interested in mapping c-fos expression with
high anatomical resolution, as would be desirable in the central nervous system.

As outlined above, several response elements have been identified in the c-fos
promoter. Thus, the question arises which elements are involved in c-fos induction in
particular neurons following a specific type of stimulus. Could, for example, the same
stimulus mediate c-fos induction by different elements in different neuronal populations
or subsets? Alternatively, can different stimuli elicit c-fos induction through distinct
elements in the same set of neurons? Such information could point to the second

messengers mediating c-fos induction in specific neurons and ultimately help to unravel
the neuronal circuits being activated following a specific type of stimulation (for exam-
ple, seizure). But how could such a map be generated?

FUTURE DIRECTIONS

One strategy to approach these questions is to tag Fos with an additional, unique
label. To this end, we recently constructed a c-fos-lacZ fusion gene and stably
transfected it into B104 neuroblastoma cells.42 Expression of the fusion gene can be
measured by assessing 3-galactosidase activity either histochemically or with a soluble
substrate. Induction and regulation of the fusion gene by both external stimuli and
direct activation of second messenger pathways is essentially comparable to that of the
cognate c-fos. This cell line thus provides a convenient tool to investigate, in a quantita-
tive manner, induction of c-fos expression (FIG. 1). It should be helpful in the further
characterization of interactions between various response elements in the c-/os pro-
moter.

The results obtained with this cell line also encouraged us to introduce the c-fos-lacZ
fusion gene into the germ line of mice, thus generating transgenic animals in which
expression of c-/os can be monitored with absolute specificity by simple histochemistry
for f3-galactosidase4 3

We have also used these transgenic animals as a source of primary neural cultures.
Such cultures provide a model system that is intermediate in complexity between the
in vivo situation and (monoclonal) cell lines derived from neural tumors. They allow
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stringent control of experimental conditions, and are amenable to both morphological
and biochemical analysis (see, for example, reference 44).

As may be presumed from the heterogeneity of cells found in thes_- cultures, a large
variety of treatments is capable of inducing c-/bs." These include potassium-induced
membrane depolarization, direct stimulators of second messenger pathways (dbcAMP,
phorbol esters), excitatory amino acids, adrenergic and muscarinic agonists, and growth
factors. An unexpected finding is that many of these substances can be grouped into
one of two categories: stimuli that induce c-fos expression in neurons, and those that
result in c-fos expression by nonneuronal, mostly glial, cells. Prototypic representatives
for these two types of stimuli are depolarization by elevated levels of potassium, and
the phorbol ester, TPA (FIG. 2). These findings nurture the hope that experimental
paradigms can be designed in which c-fos can be used to monitor neuron-glia interac-

FIGURE 1. Induction of 6-galactosidase
activity in B 104 neuroblastoma cells stably
transfected with a c-fbo-acZ fusion gene.42

The control (column 1) has been set to 0.
300- 7 Treatment of cells for 3 hr with 15% serum

(column 2), 8 nM TPA (column 3), or I
-T mM dbcAMP (column 4 results in about
C equal levels of /3-galactosidase activity.

0 However, j3 galactosidase activity induced2by simultaneous treatment with serum and
TPA (column 5) is lower than would be
expected from values obtained with these

10 substances individually (columns 2 and 3).
In contrast, simultaneous treatment with
serum and dbcAMP (column 6) induces
,S-galactosidase activity to levels higher
than those calculate : by adding the levels

0- of induction caused by the individual sub-
1 2 3 4 5 6 stances (columns 2 and 4). d3-Galactosi-

dase activity was measured using the solu-
ble substrate ONPG. Each value is a mean
- I SD.

tions. Such interactions might be of particular interest in developmental nearobiology,
an area in which c-fos is just coming of age. 3

.4
1
.4
f

Although this short review has concentrated on c-fos, there is now ample evidence
that other protooncogenes and cellular lEGs are also expressed in the nervous system.
As mentioned above, these include the Fos-related antigens and members of the jun
gene family. Other immediate-early genes expressed in the CNS include egr-l, egr-2,
and nur-77 (for references and review, see references 5 and 1I). The cellular lEG c-fos
can thus be regarded a prototype of a set of cellular genes that are responsive to
extracellular signals and regulate gene expression in response to these signals. Under-
standing the function and interactions of these proteins may provide a key to solve
some of the most prominent questions of current neurobiological research.
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FIGURE 2. Expression of 13-galactosidase activity in dissociated primary cortical cultures derived

from c-fos-lacZ transgenic animals."' Eight-day-old cultures were stimulated (A) by depolarization

with 30 mM K , or (B) by treatment with TPA. Three hours later, they were fixed and processed

to demonstrate ,l-galactosidase activity with X-gal.47 This yielded a blue reaction product. Subse-

quently, cultures were immunostained for (A) microtubule-associated protein 2 (MAP2) or (B)

glial fibrillary acidic protein (GFAP). Primary antibody binding was visualized with alkaline

phosphatase using the ABC technique. This resulted in a pinkish-red staining of immunopositive

cells. (A) Depolarization resulted in c-fos-lacZ induction in neurons (arrowheads), but not in

underlying (unstained) glial cells. Note also that not all neurons express the fusion gene. (B) The

phorbol ester, TPA, resulted in a massive induction of c-fos-lacZ in GFAP-positive glial cells.

Staining of TPA-stimulated cultures with MAP2 showed that only a very minor population of

neurc- s expressed the transgene following this stimulus (data not shown). Bars = 100 .re.
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INTRODUCTION

One of the major unresolved problems in neurobiology is to explain the anatomical,
physiological, and biochemical bases of learning and memory. Specifically, what parts
of the nervous system are critical for learning? How is information about a learned
event acquired and encoded in neuronal terms? How is the information stored, and
once stored how is it retrieved or read out? Most neuroscientists believe that answers
to these questions lie in understanding how the properties of individual nerve cells in
general, and synapses in particular, are changed when learning occurs.

As a result of research on several vertebrate and invertebrate model systems, several
rather general principles have emerged. A list of these principles might include the
following: 1) the neural representation of learning and memory is distributed through-
out the nervous system; 2) at least short-term forms of learning and memory require
changes in existing neural circuits; 3) these changes may involve multiple cellular
mechanisms within single neurons; 4) second messenger systems appear to play a key
role in mediating cellular changes; 5) changes in the properties of membrane channels
are commonly correlated with learning and memory; and 6) long-term memory requires
new protein synthesis whereas short-term memory does not (for a review see reference
1). Although these principles have been placed in the context of learning and memory,

aThis work was supported by fellowships from the National Institute of Mental Health (F31

MH09895, to D. V. B.; F31 MH09956, to F. A. N.), a training grant from the National Institutes
of Health (T32 HD07324, to J. R. G.), a fellowship from the Foundation Fyssen (to F. N.), a
grant from the Texas Higher Education Coordinating Board (1945, to L. J. C.), an award from
the National Institute of Mental Health (K02 MH00649, to J. H. B.), grants from the Air Force
Office of Scientific Research (87-0274 and 91-0027, to J. H. B.), a grant from the National Institute
of Mental Health (ROI MH41979, to A. E.), and a grant from the National Institutes of Health
(R01 NS19895, to J. H. B.).

b Present address: Department of Biochemistry, University of Houston, Houston, Texas 77204.
CPresent address: Department of Pharmacological and Physiological Sciences, University of

Chicago, Chicago, Illinois 60637.

124



BYRNE et al.: NEURAL AND MOLECULAR BASES OF LEARNING 125

it is fair to say that many of them also apply equally well to general forms of adult
plasticity.

In this chapter, we illustrate some of these principles by reviewing work on the
changes that occur in identified neurons of the marine mollusc Aplysia, changes that
contribute to simple forms of nonassociative -,:id associative learning. To begin, we
describe some of the features of the particular behavioral system in Aplysia that we
have analyzed and some of its underlying neurocircuitry. An understanding of the
neural circuit for a behavior is a necessary prerequisite for the analysis of neuronal
changes that underly a behavioral modification. This may sound trivial, but it has been
one of the major obstacles hindering progress in this field. Next, we describe sensitiza-
tion of the behavior and the biochemical and biophysical mechanisms contributing to
both the short-term form, lasting minutes, and the long-term form, lasting days, of
this simple example of nonassociative learning. Finally, we review our attempts to
understand the mechanisms underlying a simple example of associative learning,
namely classical or Pavlovian conditioning.

DEFENSIVE REFLEX RESPONSES

FIGURE 1 illustrates two behaviors of Aplysia that have been used to analyze the
neuronal mechanisms contributing to nonassociative and associative learning. 1.2 Within
the mantle cavity is the respiratory organ of the animal, the gill, and protruding from
the mantle cavity is the siphon. One behavior is the siphon-gill withdrawal reflex (FIG.
IA), which has been studied extensively by Eric Kandel and his colleagues. 2 A tactile
or electrical stimulus delivered to the siphon elicits a reflex withdrawal of the siphon
and gill. Many of the neurons that control the siphon-gill withdrawal reflex are located
in the abdominal ganglion. The other behavior, the tail-siphon withdrawal reflex, is
illustrated in FIGURE lB. Tactile or electrical stimulation of the tail elicits a coordinated
set of defensive responses, two components of which are illustrated. The stimulus
produces a reflex withdrawal of the tail and the siphon. Neurons that control the tail
withdrawal component of the reflex are located in the pleural and pedal ganglia.

SENSITIZATION OF THE TAIL-SIPHON WITHDRAWAL REFLEX

We have used the tail-siphon withdrawal reflex to analyze the neural and molecular
mechanisms of a simple form of nonassociative learning, sensitization. Sensitization
refers to an enhancement in the behavioral response to a test stimulus produced by
application of a strong, usually noxious stimulus to the animal. In contrast to associative
learning (see below), this type of learning occurs without any specific temporal relation-
ship between the test stimulus and the noxious reinforcing stimulus.

The basic experimental procedure used to induce sensitization of the tail-siphon
withdrawal reflex is illustrated in FIGURE 2A. For behavioral analysis, each animal
was initially tested by the delivery of a weak electric shock to the tail via implanted
electrodes. The test stimuli produced a coordinated set of defensive responses, including
reflex withdrawal of the tail and siphon. Changes in the duration of withdrawal of the
siphon were used as a measure of sensitization. After five test stimuli delivered at 5-min
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intervals, the animal was subjected to sensitization training, which consisted of a train
of 10 shocks diffusely applied to the body wall via a hand-held electrode over a 10-sec
period (FIG. 2B). The intensity of the sensitizing shocks was initially adjusted so that
they caused release of ink from the ink gland (an indication that the animal has received
a noxious stimulus). After sensitization training, at least five additional test stimuli
were presented. As indicated in FIGURE 2C, the sensitizing stimuli led to an abrupt
and prolonged enhancement of the siphon withdrawal.

A. Siphon-Gill Reflex B. Tail-Siphon Reflex

1. Relaxed 2. Withdrawn 1. Relaxed 2. Withdrawn

*Gill

Siphon

Tail /
Stimulus Stimulus

FIGURE 1. Siphon-gill and tail-siphon withdrawal reflexes of Aplysia. (A) Siphon-gill with-
drawal reflex. 1: Dorsal view of Aplysia, relaxed position; 2: a stimulus (such as a water jet, brief
touch, or weak electric shock) apried to the siphon causes the siphon and the gill to withdraw
into the mantle cavity. (B) Tail-siphon withdrawal reflex. 1: Relaxed position; 2: a stimulus (such
as a brief touch or weak electric shock) applied to the tail region elicits a coordinated set of
defensive responses including reflex withdrawal of the tail and siphon.

NEURAL CIRCUIT FOR THE TAIL-SIPHON WITHDRAWAL
REFLEX

Some of the known elements of the circuit that mediate the tail-siphon withdrawal
reflex are indicated schematically in FIGURE 3. The cell bodies of the sensory neurons
(SN) that innervate the tail are located in symmetric clusters in the left and right
pleural ganglia.' When a test stimulus is applied to the tail, the sensory neurons are
excited. The sensory neurons make monosynaptic excitatory connections with motor
neurons (MN) in the adjacent pedal ganglion, which produce a withdrawal of the tail.
In addition to their connections with motor neurons, the sensory neurons form synapses
with various identified interneurons (I).' Some of these interneurons5 activate motor
neurons in the abdominal ganglion, which control reflex withdrawal of the siphon.
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FIGURE 2. Sensitization of the tail-siphon withdrawal reflex. (A) Sites for delivering test and
sensitizing stimuli. (B) Testing and training protocol. Testing consisted of 20-msec AC shocks
delivered to one side of the animal's tail via implanted electrodes (at an interstimulus interval of 5
min). The stimulus intensity was twice the threshold value necessary to elicit a siphon withdrawal.
Sensitizing stimuli consisted of a 10-sec train of 10 500-msec, 60-mA AC shocks delivered via a
handheld bipolar electrode to a diffuse area of the body wall on the same side as that receiving
the test stimuli. (C) Behavioral results. A single, brief train (10 sec) of sensitizing stimuli leads to
an enhancement of siphon withdrawal elicited by stimuli to the tail. Error bars represent the
SEM.
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Moreover, several additional interneurons (not shown) modulate the tail-siphon with-
drawal reflex.

The sensory neurons appear to be key plastic elements in the neural circuit. Changes
in their membrane properties and synaptic efficacy are associated with sensitization
and the effects of procedures that mimic short- and long-term sensitization training
(see below).

SEROTONIN: A PUTATIVE MODULATORY TRANSMITTER
RELEASED BY SENSITIZING STIMULI

Several lines of evidence indicate tbqt serotonin (5-HT) is one of the modulatory
transmitters that induces sensitization. First, serotonergic circuitry is available in the
nervous system to mediate sensitization. Second, 5-HT mimics many of the short- and
long-term effects of sensitization training. Third, depleting the nervous system of 5-HT
by injection of a serotonergic neurotoxin significantly reduces sensitization of the
siphon-gill withdrawal reflex.'

Evidence supporting a direct action of 5-HT comes from the observation that
serotonergic fibers are in close proximity to pleural sensory neurons. Although there
are no serotonergic neurons in the pleural ganglion itself,'-'" there are many serotoner-
gic axons within the neuropil of the pleural ganglion that originate from neurons in
other ganglia." As illustrated in FIGURE 4, many axons with 5-HT immunoreactivity
send fine processes to surround cell bodies of pleural sensory neurons. Numerous
varicosities are found along these fine processes. Subsequent examination using electron
microscopic imrunocytochemistry has shown that these varicosities directly appose
the plasma membrane of the sensory neurons; "contact" sites with no intervening glial
cells have been observed. 2 Moreover, synaptic contacts may occur at either the cell
body or the axon hillock. These results suggest that 5-HT is released onto cell bodies
of pleural sensory neurons.

Although neurons that give rise to the serotonergic processes surrounding the
pleural sensory neurons have not yet been identified, there are several candidates.'I
Most promising among these are the serotonergic cells in the B cluster of neurons in
the cerebral ganglion (reference 14; Cleary and Byrne, unpublished results). These cells
appear to send axons through the cerebral-pleural connectives into the pleural ganglia
and from there continue into the abdominal ganglion via the pleural-abdominal connec-
tives. Stimulation of the serotonergic cerebral B cells produces both spike broadening
in siphon sensory neurons in the abdominal ganglion and facilitation of the excitatory
postsynaptic potentials (EPSPs) produced by siphon sensory neurons in their follower
motor neurons,' 4 effects that could contribute to sensitization of the siphon-gill with-
drawal reflex.

Serotonin mimics several of the biochemical and electrophysiological correlates of
sensitization. This has been studied by isolating the pleural-pedal ganglia in a recording
chamber while peripheral nerves to the tail remained intact. The selective application
of 5-HT to the isolated ganglia mimicked the effects of sensitizing stimuli to the tail;
5-HT increased the intensity of the tail withdrawal reflex, increased the activation of
motor neurons, and enhanced the strength of the connections between sensory neurons
and motor neurons.1s'5'

Recordings from sensory and motor neurons revealed that 5-HT has four distinct,
but probably related, effects on tail sensory neurons and their synaptic connect-
ions.' ' First, 5-HT increases the size of the monosynaptic EPSPs in motor neurons.
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Second, 5-HT produces a slow and long-lasting depolarization of the sensory neuron.
This depolarization is associated with a decrease in membrane input conductance.
Third, 5-HT increases the excitability of sensory neurons (an index of excitability is
the number of spikes that are elicited by a single depolarizing current pulse of fixed
duration and amplitude). Fourth, 5-HT enhances the duration of action potentials in
sensory neurons. An example of the effects of 5-HT on spike duration and excitability
is illustrated in FIGURE 5. Application of 5-HT to sensory neurons doubled both the
duration of the action potential and the number of spikes elicited by a 1-sec constant

i..# -. '

FIGURE 4. Serotonin immunocytochemistry. The cell bodies of pleural sensory neurons are
surrounded by serotonergic fibers that frequently expand into varicosities of varying size. Subse-
quent electron microscopic examination has shown that direct contacts occur between serotonergic
processes and the plasma membrane of sensory neurons. Pleural ganglia were fixed, and clusters
of sensory neurons were isolated from them. The clusters were incubated in primary antibody for
I week. Distribution of the primary antibody was revealed by an avidin-peroxidase technique.
The tissue was then osmicated, embedded in plastic, and cut into 30-Am-thick sections. Scale bar:
25 Am.

current depolarizing pulse. 8-1 Voltage-clamp experiments indicate that the effects of
5-HT on the resting membrane potential, duration of the action potential, and excitabil-
ity of sensory neurons are due to the modulation of at least three K currents: the
S-K * current 0Ks), a slow component of the Ca2 -activated K I current (IKc4), and
the delayed or voltage-dependent K current (l ).1 7K.) 2 22 The reduction of K
currents that are normally active leads to the slow depolarization and decreased mem-
brane input conductance, and it also contributes to the enhanced excitability. Moreover,
the duration of the action potential is prolonged because of the reduction in K - currents
that repolarize the neuron.
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ROLE OF cAMP IN THE INDUCTION OF SHORT-TERM
SENSITIZATION

Cyclic AMP appears to have an important role in mediating the effects of sensitizing
stimuli and 5-HT. Exposure of isolated sensory neuron clusters to 5-HT significantly
enhanced their cAMP content compared to that of the contralateral control sensory
neurons. 9123 The half-maximal 5-HT concentration for elevation of cAMP was about
15 p.M. Other studies have found that the levels of cAMP were elevated for about 15
min after a transient application of 5-HT.2" This time-course roughly corresponds to
the duration of short-term sensitization.

If cAMP is involved in presynaptic facilitation of the tail sensory neurons, one
would predict that sensitizing stimuli delivered to the animal should lead to changes

A Action Potential B Excitability (2 nA)

B1 Asw

-45mV

ORv--------------------- ------------ B2 +54

445mV -"-H- - - -4-
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5ms 200 ms

FIGURE 5. Effects of 5-HT on spike duration and excitability. (A) The addition of 5-HT (50
jiM) to the bath increased the duration of the action potential. (B) In the same cell, the addition
of 5-HT increased the number of action potentials elicited by a I-sec, 2-nA depolarizing current
pulse from four to nine. Thus, the application of 5-HT increased both the duration of the action
potential and the excitability in the somata of sensory neurons. From reference 18.

in the levels of cAMP in these cells. This hypothesis was tested by bisecting an animal
and its nervous system and then presenting a sensitizing stimulus to one side of the
animal. Both sets of sensory neuron clusters were then removed and assayed for cAMP.
The level of cAMP was significantly increased in the sensory neuron cluster from the
stimulated side of the animal compared to the control cluster from the unstimulated
side of the animal.2" These results demonstrate that the same stimuli that produce
sensitization in Aplysia also produce an elevation of cAMP in the tail sensory neurons.
In addition, cAMP affects membrane currents, excitability, release of transmitter, and
levels of phosphorylation of specific proteins in sensory neurons.2'-7 .-8 2

0
,2

&-
32 Not all of

the short-term modulatory effects of 5-HT are mediated by cAMP, however. For
example, modulation of I K.Vis not mediated by cAMP,"," and mobilization of transmit-
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ter (see below) is modulated by both cAMP-dependent protein kinase and protein
kinase C2' (see also reference 33).

LONG-TERM SENSITIZATION

Sensitization also exists in a long-term form. Whereas short-term sensitization can
be produced by a single brief shock or train of shocks, the induction of long-term
sensitization seems to require a more extended training period.34 The basic experimental
design used to produce long-term sensitization is similar to that illustrated in FIGURE
2. In the long-term studies both sides of each animal were initially tested by the delivery
of weak electric shocks to the posterior part of the body wall (tail). Immediately after
the initial testing, one randomly chosen side of the animal was subjected to sensitization
training, which consisted of four blocks of diffusely applied shocks delivered over an
interval of 1.5 hr. The other side of the animal served as the untrained control.
Twenty-four hours after sensitization training, the animal was tested again. The percent
change in the test score after training, relative to before training, was determined for
each side. In contrast to the control side in which no enhancement was produced, the
reflex elicited by stimulation of the tail on the side of the animal that received the
training procedure was significantly enhanced for at least 24 hr after training.35 These
results indicat - that the memory for sensitization persists for at least 24 hr and that
the effects of sensitization training are lateralized.

The fact that the behavioral change persists for at least a day raises three questions.
First. what is the locus for the long-term memory? Is it the same as for the short-term
memory, namely the sensory neurons? Second, what is the mechanism of the long-term
memory? Third, is there a mechanistic relationship between short- and long-term
memory?

LOCUS FOR LONG-TERM MEMORY: BIOPHYSICAL
CORRELATES OF LONG-TERM SENSITIZATION IN THE

SENSORY NEURONS

Because the behavioral effects of long-term sensitization training were lateralized,
we were able to compare the membrane properties of "sensitized" neurons with the
membrane properties of the "control" neurons on the opposite side of the animal.35

Twenty-four hours after sensitization training, the left and right pleural-pedal ganglia
were removed from the animal, so that the biophysical properties of tail sensory neurons
could be analyzed. The net outward membrane currents of sensory neurons from the
side receiving the sensitization training were reduLed as a consequence of long-term
sensitization training. There are similarities between one of the currents (K.s) modu-
lated in the short-term by 5-HT and cAMP 7

18
,21 .36

.
37 and the current altered in the

long-term by sensitization training. The net membrane current that is reduced as a
consequence of long-term sensitization training has a mild voltage dependence, is slow
to activate, and shows little or no inactivation.

These results indicate that the sensory neurons are not only a cellular locus for
short-term sensitization but that they are also a cellular locus for long-term sensitiza-
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tion. Therefore, it does not seem that different neurons are necessary to store short-
and long-term memories; the same neurons can do both. Furthermore, at least one
cellular correlate of both short- and long-term sensitization is a reduction of net
outward currents in the sensory neurons. The functional consequences of this reduction
in net outward currents would be a larger or broader action potential and an enhanced
release of transmitter. In addition, a reduction of net outward currents would increase
the excitability of the sensory neurons and thus enhance the probability of initiating
subsequent action potentials after a single test stimulus.

ROLE OF cAMP IN THE INDUCTION OF LONG-TERM
SENSITIZATION

Electrophysiological Changes Induced by cAMP

In view of the fact that the sensory neurons are a locus for both short- and long-term
memory, do the two processes involve common mechanisms? What is the nature of the
intracellular signal(s) that leads to the induction of the long-term electrophysiological
changes? One possibility is that cAMP leads to the induction of the long-term changes
as it does the short-term changes. Consequently, we have investigated the hypothesis
that cAMP triggers long-term sensitization. To test this hypothesis, cAMP was injected
into sensory neurons, and its effects on outward currents were measured 24 hr later."
Individual sensory neurons were injected with either cAMP or a metabolite of cAMP,
5'-adenosine monophosphate (5'-AMP). The injection electrodes also contained fast
green so that the same neurons could be reimpaled 24 hr later. Twenty-four hours after
injection, sensory neurons were reimpaled with two microelectrodes and voltage-
clamped. Cells that had been injected with cAMP had significantly smaller net outward
currents than sensory neurons that had been injected with 5'-AMP. This current has
a mild voltage dependence, is slow to activate, and shows little or no inactivation. The
membrane current that was altered 24 hr after injection of cAMP was nearly identical
to the membrane current that was reduced 24 hr after sensitization training of the
animal, as well as to the membrane current (IS) that was affected in the short-term
by both 5-HT and cAMP.

These results indicate that the same second messenger that is capable of inducing the
short-term correlates of sensitization is also capable of inducing at least one long-term
correlate of sensitization.

Morphological Changes Induced by cAMP

For decades, neurobiologists have been intrigued by the possibility that learning
and memory are associated with changes in the shape of neurons. Perhaps most
provocative is the idea that outgrowth of neuronal processes establishes new circuits
that encode learned information. Bailey and Chen"" found that long-term sensitiza-
tion was correlated with changes in the structure of sensory neurons in the abdominal
ganglion mediating the siphon-gill withdrawal reflex (see also reference 42). Because
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the intracellular injection of cAMP mimics the effects of sensitization on membrane
currents (see above and retereire 38), we were interested in determining whether it
altered cell morphology as well. 4 ' " One sensory neuron in each pleural ganglion was
impaled with a microelectrode containing a solution of fast green dye and either cAMP
or 5'-AMP. Approximately 22 hr after the iontophoretic injection of the nucleotides,
a solution of horseradish peroxidase (HRP) was pressure injected into each cell. The
ganglia were then incubated for 2-4 hr to allow HRP to fill the axon and its branches.

A camera lucida drawing of a pair of sensory neurons is shown in FiGURE 6. The
soma, the main axon that projects to the pedal ganglion, and many fine branches
and varicosities are seen in both the control and the cAMP-injected neuron. Two
morphological features of sensory neurons were altered 24 hr after the injection of
cAMP. There were approximately twice as many varicosities and 50% more branch
points in cAMP-filled cells compared to 5'-AMP-filled cells. Summary data are shown
in FIGURE 7.

These morphological effects of cAMP in the pleural sensory neurons are similar to
those produced in abdominal sensory neurons by long-term behavioral sensitization
training."' For example, in both studies the number of voricosities was approximately
doubled by the experimental treatment. Moreover, 5-HT increases the number of
varicosities in cultured sensory neurons. 45 In our studies, the increased number of
varicosities and branch points suggests that the sensory neurons are making more
synapses with interneurons in the pleural ganglion. As a result, existing connections
between sensory neurons and their followers would be strengthened. Additional fol-
lower neurons might also be recruited by the formation of new connections. Both of
these alterations would contribute to the enhanced amplitude and duration of the
withdrawal reflex.

The electrophysiological and morphological results, together with those showing
that sensitizing stimuli elevate cAMP in sensory cells.," suggest that cAMP is one of
the critical intracellular signals that trigger long-term sensitization. Additional support
for this conclusion comes from the work of Schacher et al." showing that transient
bath application of permeable analogues of cAMP leads to an enhancement of the
synaptic connections between cultured sensory and motor neurons 24 hr after
treatment.

An important remaining question is how cAMP mediates these long-term effects.
The induction of long-term sensitization appears to require protein synthesis. Several
studies'"" point to a critical role for new protein synthesis in producing long-term
synaptic facilitation and increases in excitability of sensory neurons in culture. In
addition, it would seem likely that new protein synthesis is required for the long-term
morphological changes. Indeed, for many years it has been suggested that short- and
long-term memory can be distinguished by the requirement of new protein synthesis
for long-term memory."" ' Therefore, it is reasonable to propose that cAMP mediates
long-term effects by altering the synthesis of a number of proteins.

IN VITRO ANALOGUE OF SENSITIZATION TRAINING

Ideally, in order to examine the role of protein synthesis in long-term sensitization.
one would like to examine changes in synthesis of proteins in the sensory ,eurons
during and at various times after behavioral training. Because of technical difficulties
in the treatment of intact animals, we decided to address this issue in a reduced
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FIGURE 6. A camera lucida drawing of the axonal arborization of individual sensory neurons.
One pair of injected cells from the same animal is shown. The cell in the top panel was injected
with cAMP and that in the lower panel was injected with 5'-AMP 22 hr prior to being injected
with HRP. In each cell a single large axon extends from the cell body to the pleural-pedal
connective. Because we analyzed only their number, varicosities (arrows) were drawn slightly
larger than scale to enhance their visibility. In the cAMP-filled cell, 78 varicosities were counted:
in the 5'-AMP-filled cell. 46. In the cAMP-filled cell, 32 branch point, ,ere counted (arrowheads):
in the 5'-AMP-filled cell, 24. Not all the branch crossings in these drawings a-e tranch points
because these are three-dimensional objects drawn in two dimensions. A few of the branches
appear disconnected from the rest of the neuron. This artifact presumably occurred after fixation,
as a result of shrinkage of the tissue during processing. From reference 44.

preparation. Specifically, we developed an in vitro analogue of the training procedure
to investigate the role of protein synthesis in long-term sensitization.

Pleural-pedal ganglia were isolated from the animal. Peripheral nerves were stimu-
lated with four blocks of shocks (FIG. 8) mimicking the behavioral training protocol."
Because sensitizing stimuli delivered to the animal lead to the release of ink from the
ink gland, the effectiveness of the shocks to the peripheral nerves was estimated by
making intracellular recordings from the L14 ink motor neurons."4 The in vitro training
procedure reliably produced brisk discharges in the ink motor neurons.

Electrophysiological Changei- Produced by the in Vitro Training 4nalogue

Although only one pleural-pedal ganglion is illustrated in FIGURE 8. both pairs of
ganglia were removed. One pair received the training, whereas the contralateral pair

I,
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did not. Twenty-four hours after stimulation of the peripheral nerves, the sensory
neurons were voltage-clamped and their membrane currents were examined. Nerve
stimulation led to a significant long-term reduction of net outward currents in sensory
neurons from the stimulated side compared to those from the contralateral (unstimu-
lated) control side (FIG. 9).5' The reduction of outward currents was particularly
evident toward the end of the pulse. Thc, .ffects on outward currents were nearly
identical to those produced by behavioral sensitization training and the injection of
cAMP. s .

We have also used th,- in vitro training analogue to examine the connections between
sensory neurons and their follower cells.56 The connections between the sensory and
motor neuro"3 were examined before, 5 min after, and again 24 hr after the training
procedure by firing a sensory neuron with a brief intracellular depolarizing pulse and
recording the monosynaptic EPSPs in a motor neuron (FIG. 10A). After the 5-min
test, electrodes were removed and cells adjacent to the sensory and motor neurons were
injected with fast green dye to aid in later identification of the neurons of interest. The
ganglia were maintained in organ culture for the 24-hr period between recordings. The
mean amplitude of the EPSPs recorded 5 min after training was significantly larger
than control. Furthermore, the mean amplitude of the EPSPs recorded 24 hr after
training was also significantly larger than control. Summary data are shown in FIGURE
10B.

These results indicate that an in vitro analogue of behavioral sensitization training
is capable of producing both significant short- and long-term enhancement of the
sensory-motor connections responsible for mediating the tail withdrawal reflex as well
as long-term modulation of membrane currents in the sensory neurons. This simplified
system therefore seems to be a useful model with which to explore further the mecha-
nisms of long-term facilitation, and in particular, the role of protein synthesis.

Protein Changes Produced by the in Vitro Analogue

In order to study proteins that may be responsible for the induction of long-term
sensitization, we studied the effects of nerve stimulation on the incorporation of amino
aids into proteins of the sensory neurons.-'.... Both experimental and control ganglia
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FIGURE 7. Total number of varicosities (A) and branch points (B) per sensory neuron in pairs
of control and cAMP-injected neurons. Error bars represent the SEM. From reference 44.
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were exposed to [3 Slmethionine for a 2-hr period. Both groups of ganglia were treated
identically except that the peripheral nerves of the experimental ganglia were stimulated
with four blocks of shocks beginning 0.5 hr after the label was applied. At the end of
stimulation, experimental and matched control clusters of sensory cells were removed
from the pleural ganglia and incorporation of amino acids into their proteins was

SENSORY NEURONS

PLEURAL P

30mn

PLEURAL -- 1 5 h,

ABDOMINAL
CONNECTIVE

L4 ABDOMINAL V,~ ~1I1 r'4
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FIGURE 8. In vitro neural analogue of sensitization training. Left and right pleural-pedal ganglia
were isolated from an anesthetized animal and placed into separate chambers (only one pleu-
ral-pedal ganglion is illustrated). Peripheral nerves of both ganglia were drawn into suction
electrodes. After equilibration for 2 hr, the peripheral nerves of one randomly selected ganglion
were stimulated. The contraateral ganglion served as the unstimulated control. Stimulation
consisted of four blocks of shocks over a 1.5-hr period, a procedure designed to mimic that used
for long-term sensitization training in the intact animal."5 Because sensitizing stimuli delivered to
the animal lead to the release of ink from the ink gland, control experiments with the abdominal
ganglia attached were performed and revealed that this training procedure was sufficient to
strongly activate the L14 ink motor neurons in the abdominal ganglion.

analyzed by autoradiography of two-dimensional polyacrylamide gels. Several proteins
appeared to be changed reliably by electrical stimulation. Incorporation of amino acid
was decreased in some proteins and increased in others. In addition, we compared the
effects of electrical stimulation with those of 1.5-hr applications of 5-HT or analogues
of cAMP. A number of the proteins affected by electrical stimulation were also changed
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FIGURE 9. Long-term changes in membrane currents produced by the neuronal analogue of
sensitization training. Twenty-four hours after the stimulation procedure, sensory neurons were
voltage-clamped, and membrane currents elicited in response to a series of different voltage pulses
were recorded and digitized. Thus, for each pleural sensory cell, a response family was generated.
The overall average of control (A) and stimulated- (B) cells was then obtained by averaging the
characteristic response families of the respective clusters (N = 10). The data in C were obtained
by subtracting the response family of the stimulated cells from its corresponding control family.
The results for all t;;e experiments were then averaged. Thus, the family of traces in C represents
the net outward currents that were reduced 24 hr after the analogue of sensitization training.
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FIGURE 10. Short- and long-term enhancement of synaptic connections produced by a neuronal
analogue of sensitization training. (A) Recordings from a representative electrophysiological
experiment. Acrris the bottom panel of the figure are recordings of the action potentials elicited
in the sensory neuron (SN) during the baseline test, the 5-min posttraining test, and the 24-hr
posttraining test. Above each of these traces are the EPSPs recorded in the follower motor neuron
(MN) during the respective tests. The training protocol leads to both short- and long-term
enhancement of the amplitude of the EPSPs. (B) Mean amplitude of EPSPs. The mean amplitude
( '_ SEM) of FPSPs recorded in the motor neurons is shown for each test. The mean amplitude
of the EPSPs recorded 5 min after training was significantly larger than baseline. Moreover, the
mean amplitude of the EPSPs recorded 24 hr after training was still significantly larger than
baseline. These data indicate that the in vitro training procedure is capab"' of producing significant
short- and long-term enhancement of the sensory-to-motor connection.
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in a similar way by both 5-HT and analogues of cAMP 5' 7 These results demonstrate
that the electrical stimulation of peripheral nerves, which leads to long-term electro-
physiological changes in the sensory neurons and their synaptic connections, also leads
to the alteration of incorporation of amino acids into specific proteins during the period
of stimulation, a time when protein synthesis is required to produce long-term effects.
Moreover, the effects of electrical stimulation may be mediated at least in part by 5-HT
and cAMP.

To extend these studies we investigated changes of proteins that occurred 24 hr
after stimulation and compared these changes with those observed just after stimula-
tion." The ganglia were exposed to [35S]methionine for a 2-hr period as with the
previous experiment, but now the label was first applied 22 hr after stimulation. The
incorporation of label into several proteins was increased both at the end of stimulation
and 24 hr after stimulation. These proteins may be involved in events common to the
induction and maintenance of long-term sensitization. Several proteins were affected
just after the stimulation but not 24 hr later. These proteins may be involved in the
induction of sensitization. On the other hand, one protein was increased 24 hr after
the stimulation but was unchanged just after stimulation. This protein may be involved
in the maintenance or expression of long-term sensitization. Thus, training appears to
produce a temporal spectrum of effects on proteins; some proteins are only affected
early, some only late, and others both early and late after stimulation (see also references
59 and 60). It will be important to furt..er identify and characterize the proteins affected
by the in vitro training procedure as well as to determine their cellular locations and
functions. Amino acid sequencing of these proteins will help determine their specific
roles in the induction, expression, and maintenance of sensitization.

ASSOCIATIVE MODIFICATIONS OF SENSORY NEURONS

We have also used the neural circuit mediating the tail-siphon withdrawal reflex
to gain insights into possible mechanisms of associative learning such as classical or
Pavlovian conditioning. Previously, we suggested that a cellular mechanism called
activity-dependent neuromodulation could mediate short-term classical condition-
ing.6 " A cellular model of activity-dependent neuromodulation and how it might be
related to classical conditioning is shown in FIGURE 11. Assume that two neurons
(sensory cells in this case) make weak subthreshold connections to a response system
(for example, a motor neuron). A reinforcing stimulus has two effects. First, it directly
activates the motor neuron and produces the unconditioned response (UR) (FIG. I IA).
Second, it activates a diffuse modulatory or facilitatory system that nonspecifically
enhances the connections of all the sensory neurons onto their target cells. Such
nonspecific enhancement would lead to sensitization. The temporal specificity charac-
teristic of associative learning is achieved by spike activity in one of the sensory
neurons (SN 1) paired with the reinforcing stimulus. This contiguity produces a selective
amplification of the modulatory effects in that specific sensory neuron. Unpaired activ-
ity or no activity (SN2) fails to produce the amplification. The amplification of the
modulatory effects in the paired sensory neuron leads to an enhancement of the ability of
the paired sensory neuron to activate the response system and produce the conditioned
response (CR) (FIG. I !B).
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TESTING THE ACTIVITY-DEPENDENT NEUROMODULATION
HYPOTHESIS

In order to test the activity-dependent neuromodulation hypothesis we used a neural
analogue of a classical conditioning protocol. In this neural analogue of classical
conditioning, activation of a sensory neuron represents the conditioned stimulus (CS),
electrical stimulation of the tail or of a peripheral nerve represents the reinforcing or
unconditioned stimulus (US), and the EPSPs in the motor neuron produced by stimula-
tion of a sensory neuron represent the conditioned response (FIG. 12). Simultaneous
recordings were made from a motor neuron (MN) and two sensory neurons (SNI and
SN2), each of which made a monosynaptic connection with the motor neuron. 6 One
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FIGURE 11. Model of associative learning. (A) Learning. A motivationally potent reinforcing
stimulus (unconditioned stimulus, US) activates the motor neuron to produce an unconditioned
response (UR) as well as modulatory or facilitatory neurons that regulate the efficacy of diffuse
sensory afferents that make synaptic connections with the motor neurons. Increased spike activity
in the paired afferent (CS +, SN 1) immediately before the modulatory signal amplifies the degree
and duration of the modulatory effects. The unpaired afferent neuron (CS-, SN2) does not show
an amplification of the modulatory effects. (B) Memory. The amplified modulatory effects cause
long-term increases in transmitter release and/or excitability of the paired neuron (SNI), which
in turn strengthens the functional connection between the paired neuron and the response system
to produce the conditioned response (CR). Modified from reference 63.

cell (the CS+) was artificially fired to produce a high-frequency train of spikes just
prior to the reinforcing stimulus (FIG. 12A). This CS+ cell was used to test the
hypothesis that paired activity in a sensory neuron can enhance the modulatory effects
in that neuron. The second cell, the CS- cell, was also artificially activated (producing
a similar train of spikes as in the CS+ cell), but the CS- cell was stimulated 2.5 min
after the reinforcing stimulus was delivered. Thus, the CS + and CS- cells both were
stimulated to produce a train of spikes and both received the modulatory effects of the
reinforcing stimulus. The key difference is that activity in the CS+ cell was paired
with the reinforcement, whereas activity in the CS- cell was not paired with the
reinforcement.

As indicated in FIGURE 12B, individual action potentials artificially produced in
either of the two sensory neurons (SN I and SN2) produced small monosynaptic EPSPs
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FIGURE 12. Training procedure for short- and long-term activity-dependent neuromodulation.
(A) Training procedure. Both sensory neurons were activated with a train of 10 depolarizing
pulses, eliciting on average 17 spikes (lower traces). One sensory neuron (SN 1) was activated 400
msec before (CS +) a train of electric shocks to the nerve. The other sensory neuron (SN2) was
activated 2.5 min after (CS-) stimulation of the nerve. (B) Pretest. Amplitudes of the EPSPs
produced by both sensory neurons before training. (C) Amplitude of the EPSPs 5 min after
training. The increase in the EPSP amplitude produced by SNI was larger than that produced
by SN2, representing short-term associative plasticity, (D) Amplitude of the EPSPs produced by
the same seisuiyt, aurons 24 hr after training. Long-term associative plasticity is indicated by the
observation that 24 hr after training the EPSP produced by SNI still displayed a larger increase
than that produced by SN2. During each test phase three action potentials were elicited in each
sensory neuron (the third EPSP of each test is shown). Modified from reference 64.

in the motor neuron. Each of these sensory neurons was then randomly assigned to
receive either the paired spike activity with the modulatory stimulus, the CS+, or the
unpaired activity, the CS-. The onset of a high-frequency train of spikes produced
artificially in SNI (CS+) preceded the onset of the shock. The train of action potentials
in the sensory neuron produced summating EPSPs in the motor neuron. The shock
did not fire the sensory neuron, but as one might expect, it produced EPSPs and spikes
in the motor neuron. This represents the neural analogue of the unconditioned response.
SN2 was activated in a specifically unpaired fashion (CS-). Two and a half minutes
after the shock, a high-frequency burst of spikes was produced in the CS - cell. This
sequence (FiG. 12A) was repeated five times at 5-min intervals. The EPSPs produced
by individual spikes were measured at three time points: before, 5 min after, and 24 hr
after training. As shown in FIGURES 12C & 12D, the EPSP produced by the sensory
neuron receiving paired stimulation (CS+) is enhanced dramatically from its pretest
levels. The EPSP produced by the sensory neuron receiving unpaired stimulation
(CS-) is also enhanced, but toa lesser extent. This enhancement of the EPSP produced
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by the CS - cell is a reflection of the heterosynaptic facilitation associated with sensiti-
zation.

Summary data from these experiments are shown in FIGURE 13. There was a
significant short-term associative effect, determined by comparing the EPSPs produced
by the paired (CS+) group to those produced by the unpaired (CS-) group 5 min
after training. Moreover, 24 hr after training there was still a significant enhancement
of the EPSPs produced by the paired (CS +) group compared to those produced by
the unpaired (CS-) group. Thus, it appears that the effectiveness of modulatory input
to a sensory neuron is regulated by prior spike activity in that sensory neuron. Hence,
this phenomenon is called activity-dependent neuromodulation. This study establishes
for the first time the existence of long-term (24 hr) associative plasticity of synaptic
connections in Aplysia. Further experiments on the mechanisms underlying the induc-
tion, expression, and maintenance of long-term associative memories are now feasible
using this neural analogue of a classical conditioning protocol.

MECHANISM OF THE ASSOCIATIVE NEURONAL
MODIFICATION AND ACTIVITY-DEPENDENT

NEUROMODULATION

Given that there is an enhancement of synaptic transmission produced by activity-
dependent neuromodulation, what are the mechanisms that might account for this
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FIGURE 13. Summary data on short- and long-term associative plasticity. There was a significant
difference in the amplitudes of the EPSPs produced by the CS- and CS± groups, both at the
5-mmn and the 24-hr posttraining test. Error bars represent the SEM. Modified from reference 64.
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associative phenomenon? Because activity seems to amplify the effects of sensitization,
and because previous work has shown that the effects of sensitizing stimuli appear to
be linked to a serotonin-mediated increase in the levels of the second messenger
cAMP,24 25 we predicted that pairing spike activity with a sensitizing stimulus would
lead to specific enhancement of cAMP levels.

To test this hypothesis, we developed a biochemical analogue of the pairing proce-
dure in which levels of cAMP were measured in the entire population of sensory
neurons.65 This experiment was possible because the sensory neurons can be readily
identified and removed from the ganglia. Clusters of sensory neurons were removed
from the left and right pleural ganglia. One of the isolated clusters received a paired
presentation of a high concentration of K + (to depolarize all the cells and thus mimic
spike activity) and an application of 5-HT (to mimic the effects of the unconditioned
stimulus). The contralateral cluster received the same exposure to high K and 5-HT,
but the treatments were separated by 2 min. The paired group had a significantly
greater elevation of cAMP relative to that of the unpaired group from the contralateral
clusterY.6 These results indicate that a single pairing of high K with 5-HT leads to a
significant enhancement of levels of cAMP.

CHANGES IN PROTEINS PRODUCED BY AN ANALOGUE OF
ASSOCIATIVE CONDITIONING

One important question is whether long-term associative plasticity involves
pairing-specific changes in protein synthesis. A secondary question is whether long-term
associative plasticity is simply an elaboration of the mechanisms for long-term sensitiza-
tion. To begin to answer these questions, we are investigating the effects on protein
synthesis of pairing high K + and 5-HT to determine potential sites of interactions of
second messenger systems upon specific proteins and to set the stage for studying
proteins involved in associative learning.66

Abdominal ganglia were used in these experiments because they are an abundant
source of neuronal tissue. Ganglia were subjected to four different conditions: 1) 1 hr
of high K (80 mM) alone; 2) 2 hr of 5-HT (5 .LM) alone; 3) 1 hr of high K' paired
with 5-HT, with the high K, overlapping by 0.5 hr the 2 hr of 5-HT; 4) no treatment.
The ganglia Aeie iii,, ",-cti .. ['Hlleupirp fnr 2 %,- bc',inning at a time corresponding
to 5 hr after the end of the 5-HT treatment. After incubation, ganglia were processed
for two-dimensional polyacrylamide gel electrophoresis. Several proteins were affected
by the treatments with high K + or 5-HT alone but were affected to a lesser extent by
the combined treatment of high K+ plus 5-HT. In addition, several proteins seemed
to show effects specific to the paired treatment. These proteins were not affected by
high K or 5-HT alone but were affected by the combined treatment of high K + plus
5-HT.

These experiments should be repeated using sensory neurons rather than abdominal
ganglia and with the necessary unpaired controls. Nevertheless, the results are intri-
guing because they indicate that an analogue of a classical conditioning procedure
produces what appears to be pairing-specific changes in the incorporation of label
into proteins. Furthermore, the results provide insights into the relationship between
long-term associative and nonassociative plasticity. The mechanisms responsible for
long-term associative plasticity may be similar to those responsible for long-term nonas-
sociative plasticity. In this case, one would expect to see only quantitative differences
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in the changes in proteins between the paired and unpaired 5-HT-high K * groups. We
have, however, observed qualitative differences; that is, different proteins are altered in
the paired and unpaired groups, implying that long-term associative plasticity may
rely on some mechanisms different from those involved in long-term nonassociative
plasticity. Such effects could occur if the modulatory transmitter and Ca 2

- pathways
(activated by the depolarizing stimulus) interacted synergistically downstream from
the adenylate cyclase. Cyclic AMP and Ca2 + pathways could interact at the genomic
level, -, regulating the expression of genes specific for long-term associative plasticity.

SUMMARY AND CONCLUSION

Model of Short- and Long-Term Sensitization

A model that summarizes some of the neural and molecular mechanisms contribut-
ing to short- and long-term sensitization is shown in FIGURE 14. Sensitizing stimuli
lead to the release of a modulatory transmitter such as 5-HT. both serotonin and
sensitizing stimuli lead to an increase in the synthesis of cAMP and the modulation of
a number of K' currents through protein phosphorylation. Closure of these K"
channels leads to membrane depolarization and the enhancement of excitability. An
additional consequence of the modulation of the K' currents is a reduction of current
during the repolarization of the action potential, which leads to an increase in its
duration. As a result, Ca 2 ' flows into the cell for a correspondingly longer period of
time, and additional transmitter is released from the cell. Modulation of the pool of
transmitter available for release (mobilization) also appears to occur as a result of
sensitizing stimuli." Recent evidence indicates that the mobilization process can be
activated by both cAMP-dependent protein kinase and protein kinase C.26 Thus, release
of transmitter is enhanced not only because of the greater influx of Ca2 but also
because more transmitter is made available for release by mobilization. The enhanced
release of transmitter leads to enhanced activation of motor neurons and an enhanced
behavioral response.

Just as the regulation of membrane currents is used as a read out of the memory
for short-term sensitization, it also is used as a read out of the memory for long-term
sensitization. But long-term sensitization differs from short-term sensitization in that
morphological changes are associated with it, and long-term sensitization requires new
protein synthesis. The mechanisms that induce and maintain the long-term changes
are not yet fully understood (see the dashed lines in FIG. 14) although they are likely
to be due to direct interactions with the translation apparatus and perhaps also to
events occurring in the cell nucleus. Nevertheless, it appears that the same intracellular
messenger, cAMP, that contributes to the expression of the short-term changes, also
triggers cellular processes that lead to the long-term changes. One possible mechanism
for the action of cAMP is through its regulation of the synthesis of membrane modula-
tory proteins or key effector proteins (for example, membrane channels).' 4 7  It is also
possible that long-term changes in membrane currents could be due in part to enhanced
activity of the cAMP-dependent protein kinase so that there is a persistent phosphoryla-
tion of target proteins." 7 7 This model suggests that the analysis of long-term sensitiza-
tio, in Aplysia reflects a general problem in cell biology, which encompasses many
aspects of neuronal plasticity and development. Specifically, how is protein synthesis
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regulated by environmental stimuli and how do changes in protein synthesis lead to
changes in cell function?

Analysis of the tail-siphon withdrawal reflex and the analogous siphon-gill with-
drawal reflex may allow for a fairly complete understanding of the mechanisms underly-
ing the induction, expression, and maintenance of a form of long-term memory as well
as help address fundamental questions regarding the relationship between short- and
long-term memory.

Model of Associative Plasticity

A model summarizing the electrophysiological and biochemical results that are
related to associative plasticity is shown in FIGURE 15 (some of the cellular detail has
been omitted to highlight the key points of convergence). Part A shows some aspects
of the action of the modulator alone, an effect called heterosynaptic facilitation. The
associative mechanism shown in part B depends upon mechanisms already in place
for nonassociative effects. Specifically, spike activity paired with the modulatory or
reinforcing stimulus, in addition to causing release, leads to a further increase in the
levels of cAMP compared to that produced by modulatory stimuli alone. The enhanced
cAMP levels in turn would produce greater closure of K + channels, greater spike
broadening, and greater transmitter release. How might this pairing-specific increase
in cAMP levels take place? Pairing might activate an additional second messenger
system that could then lead to synergistic effects of the second messengers. One attrac-
tive possibility is that Ca2' entering during spike activity might act through calmodulin
to prime the adenylate cyclase so that the effects of 5-HT would be amplified, enhancing
the subsequent production of cAMP. 6 8 '79 Synergistic effects could occur at other
cellular loci as well.

An important conclusion is that this model of the mechanisms for short-term
associative learning is simply an elaboration of mechanisms already in place that
mediate a simpler form of nonassociative learning, sensitization. If true, this conclusion
raises the interesting possibility that even more complex forms of learning may be
achieved by using simple forms of learning as building blocks, an idea that has been
suggested by some physiologists for many years, but one that up until now has not
been testable at the cellular level.

Senstizing Stmuh - Modulatory Transmitter

QKV

FIGURE 14. Model of heterosynaptic facili- -
tation that contributes to short- and long-term ' - ---..... -
sensitization in Aplysia. Dashed lines represent . 0. o 0

pathways that require further investigation . 0
(see text for details).
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A. HETEROSYNAPTIC FACILITATION

FIGURE 15. Model of molecular events
C contributing to short-term sensitization and

short-term activity-dependent neuromodu-
o lation. (A) Neurotransmitter binding to re-

ceptor (R) activates adenylate cyclase (C)

ol~ via a regulatory subunit (G). The cAMP that
is produced activates one or more protein

Call 0 kinases (PK) whose action(s) includes clo-
sure of steady state K' channels. Closing
K ' channels results, indirectly, in an in-
creased Ca" influx and an increase in trans-

B. ACTIVITY-DEPENDENT NEUROMODULATION mitter release during subsequent action po-
Call tentials. (B) If Cal' entering during spike

activity (CS) interacts synergistically with
one or more of the components of the ade-

o nylate cyclase complex, subsequent activa-
tion by 5-HT (US) would result in an ampli-

PK 41 cAM ATPfication of cAMP levels. As a consequence
of the amplified cAMP levels, transmitter
release would also be enhanced. Modified
from reference 65.

The results from these studies on Aplysia are generally consistent with those from
other groups studying examples of simple forms of learning and synaptic plasticity in
both invertebrates and vertebrates. Although much progress has been made, the sober-
ing news is that much work needs to be done both in Aplysia and in other model
systems. For the near future, a major experimental question that needs to be answered
is to what extent mechanisms for learning are common both within any one animal
and among different species. Although many common principles are emerging, work
so far on several systems indicates that there are some specific differences in the
details. It will be important to determine to what extent different mechanisms are used
selectivtly for different examples of learning and cellular flasticity. More ambitious
questions include the analyses of more complex phenomena such as learning to recog-
nize a face or telephone number and whether such learning involves neuronal processes
and mechanisms similar to or fundamentally different from those underlying simpler
forms of learning, such as sensitization and classical conditioning.
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PART Ill: SILENT SYVAPSES/S YNAPTIC MODULATION

Introduction

Recent evidence in several systems su,)ports the existence of synapses that are nontrans-
mitting but are capable of being recruited to an active state.

In the goldfish Mauthner cell, Faber et al. report that each synaptic bouton, whether
inhibitory or excitatory, has a single active zone and behaves as an all-or-none unit
during transmission. Presynaptic spike broadening recruits additional excitatory bou-
tons (previously silent synaptic contacts). Pairing of impulses in two inhibitory inputs
or injection of cyclic AMP into the postsynaptic neuron increases the number of active
inhibitory boutons. Thus, in this system both presynaptic and postsynaptic mechanisms
can recruit silent synaptic contacts.

Crustacean neuromuscular junctions possess numerous individual boutons and
active zones of variable morphology, but Wojtowicz et aL find far fewer physiologically
active units during transmission. Changes in probability of quantal release and in the
number of active units can be detected during and after stimulation, and the probability
of release is not uniform among the active units. Presynaptic second messenger systems
appear to play a role in modulating this activity-dependent recruitment of silent syn-
apses.

In the cat spinal cord, Henneman describes a marked increase following tetanic
stimulation in the excitatory postsynaptic potentials that individual Ia afferents produce
in motoneurons. He suggests that tetanic stimulation reduces the failure of impulse
conduction at branch points in Ia afferent terminal arbors.

These presentations indicate the widespread occurrence and importance of activity-
driven recruitment of otherwise silent synaptic contacts. They also indicate that both
the mechanisms by which these synapses are recruited and the functional significance
of their recruitment appear to differ across, and even within, systems.

ISO
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INTRODUCTION

Two general categories encompass ways in which plasticity of synaptic transmission
can be achieved in neural networks: 1) structral remodeling, such as the proliferation
and retraction of neuronal connections, and 2) modifications in the efficacy or strength
of existing connections, which are particularly important once wiring diagrams are
established. In the scond case, an intriguing possibility that has been the subject of
much speculation"5 is that there are silent synapses or connections that may become
functional under the appropriate conditions, with the corollary that the opposite may
also occur. Because studies of silent connections necessarily are concerned with negative
results, it has been difficult to demonstrate their existence or the possibility that they
may serve as templates for plasticity. More recently, however, combined morphophysi-
ological investigations of pairs of cells have shed some light on this issue and have, at
the same time, raised additional questions. In this paper we briefly review evidence
that has been generated with two types of synaptic inputs to the goldfish Mauthner
cell and demonstrates silent synaptic connections that are potentially functional.

FUNCTIONAL DEFINITIONS: QUANTAL ANALYSIS

A major advance in the study of synaptic transmission in the central nervous system
has been the development of techniques that allow quantal analysis to be used in
situations where a postsynaptic cell receives inputs from a large number of different

aThe authors' research reviewed here was supported in part by grants from the National
Institutes of Health (NS-15335 and NS-26539) and by the Institut National de la Sante et de [a
Recherche Medicale.
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sources. The results of such investigations in a number of systems are reviewed in detail
elsewhere. 7 For the purpose of the material discussed here, it is important to establish
certain operative definitions that have emerged. These definitions are based upon com-
parisons of the results of the quantal analysis of individual inhibitory connections onto
the Mauthner cell with morphological reconstructions of the synaptic relations between
that target cell and the studied presynaptic neurons. The major point is that it is
important to distinguish between a synapse or synaptic unit and a synaptic connection.
The term synapse has been used to refer to structures that are very complex, such as
the squid giant synapse, and to those that seem much simpler, for example, the contact
between a bouton and the postsynaptic membrane. In order to establish a definition
that can be generalized and has the same implications for a variety of connections, we
propose that synapse be used to refer to the unit consisting of a presynaptic active zone
or release site, with its complement of vesicles containing neurotransmitter, and the
apposed postsynaptic receptor matrix. Quantal analysis further suggests that when it
is sufficiently depolarized one synapse releases the contents of a single vesicle, with a
finite probability, p,. As shown in FIGURE 1, a terminal that contains more than one
active zone may then be characterized as establishing multiple synapses with its target,
with each of these synapses operating independently but according to the same rules.

The nomenclature above takes into consideration the structural and functional
variability of presynaptic terminals, which may have one or more release sites. Conse-
quently, n boutons, each with one active zone, are operationally equivalent to one
larger bouton with n active zones. Then, it follows that a synaptic connection is the
collection of the total number of synapses between two cells, with each synapse being
an independent release unit. Furthermore, because transmitter release is probabilistic,
it can be expected that evoked responses will fluctuate in amplitude from one trial to
the next, unless n and/or p are very large. This latter point is very important for
understanding the operation of central synaptic connections, most of which exhibit
large moment-to-moment variations in efficacy. A notable exception is the connection
between a climbing fiber and a Purkinje cell in the cerebellum, which resembles the
squid giant synapse and the vertebrate neuromuscular junction in that it contains a
large number of synapses and transmits quite reliably.' It should be pointed out,
however, that this type of connection actually processes little information and rather
functions as a relatively simple and secure relay.'

The concept that a connection consists of n quantal units releasing transmitter
probabilistically can be used to generate a statistical description of response fluctua-
tions, for comparison with experimental observations. The two quantal models that
have been used most extensively are the simple and compound binomials, with the
former assuming that the average p. is essentially the same for all synapses within a
connection, and the latter allowing this parameter to vary from one to the next.'' The
distinctions between the two can be very important in considering the differences
between silent synapses and silent connections. As shown in FIGURE 2, the term silent
synapse refers to the situation whereby some, but not all, synapses within a connection
are nonfunctional. That is, those synapses consistently fail to evoke a response when
the presynaptic cell is activated. From the perspective of a quantal analysis, the number
of quantal release units is then less than the number of morphologically identified
active zones. In contrast, a silent connection is one in which all the synapses are
nontransmitting and there is no response when the presynaptic cell is stimulated. Its
existence is difficult to confirm in the absence of direct evidence for physical contacts
between the two neurons, although in a number of systems experimental manipulations
have produced changes in connectivity on a rapid time scale considered to rule out
morphological restructuring.'-

FIGURE 2 also lists possible mechanisms or sites at which failure of transmission
may occur, in either case. They include conditions where 1) the synaptic ending is
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depolarized but the synapse fails to release transmitter (p, = 0), 2) there is secretion
but the postsynaptic receptors are missing or fail to respond, and 3) the presynaptic
impulse fails to sufficiently depolarize the terminals (for example, the branch point
failure hypothesis of Hennemann and colleagues'-.0). In the two types of Mauthner cell
afferents reviewed here, we have evidence for silent connections, but not for silent
synapses Cid the failure is not related to the issue of impulse propagation but rather
occurs i.. -ne other loci. We also describe experimental conditions that can convert
silent connections to transmitting ones.

4 Synapses

1 Synapse n=4
PI- p4

n=1

P, /oo Oa oooo o oo

-~( w- '. 0 ----- w

Pre o ,release site

iii 0
Post - receptors

1 Synaptic connection
7 J6 synapses (n)

1 6

Pre C 0 0 o c CC o
AAA AA/ A" A AAA AAA

Post

FIGURE 1. Operational definitions of a synapse and a synaptic connection. Upper diagrams
show different combinations of synapses. To the left is a single synapse characterized by one active
zone in terminal ending. The synapse consists of pre- and postsynaptic specializations, namely.
the release site and synap ;- vesicles, and the transmitter receptor, respectively. When the ending
is activated, it releases the contents of one vesicle, with a certain probability, p,, and it is, therefore,
referred to as a quantal release unit. Center and right: two examples of four synapses on a target
cell. One case is characterized by separate boutons, each with one release site (center), whereas
the other illustrates one large ending with four independent release sites. In binomial models these
two situations are equivalent, with binomial n = 4. In a simple binomial all average p, values are
the same, whereas in a compound model they are not. Lower diagram: example of a synaptic
connection between pre- and postsynaptic neurons, with binomial n being equal to the total
number of release sites. Note that although there are four terminals, binomial n = 6, since two
endings contain two release sites each.

MAUTHNER CELL INHIBITORY AFFERENTS

The Mauthner cell is a large paired midbrain neuron found in many teleosts and
premetamorphic amphibians. t It is an ideal model for studies of synaptic physiology
because it and certain afferents can be identified both physiologically and morphologi-
cally. 2 ' 4 Much of the work providing the background for this report has been reviewed
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Silent Synapses or Connections?

4 active zor s VS no response
vs
n=2

Mechanisms?
- p = 0 (no release)
- receptors do not respond to transmitter
- failure of impulse propagation

FIGURE 2. Contrast between silent synapses within a single connection and a silent connection.
The diagram on the left illustrates a transmitting synaptic connection where two of the four
synapses are not functional. The number of quantal release units identified with a binomial analysis
of the fluctuations in amplitude of the postsynaptic responses would be less than the number of
active zones. That is, there would be a n;match between physiology and morphology. A chemi-
cally silent synaptic connection is shown to the right; in this instance there is no postsynaptic
response to a presynaptic element, unless the two units are electrotonically coupled (not shown).
Listed below are possible mechanisms for silent synapses or connections.

recently 4 5 and will not be repeated in detail here. Briefly, quantal analysis has been
most successfully applied to the connections between an identifiable class of inhibitory
interneurons and the Mauthner cell. 11211 In experiments on these connections, simulta-
neous pre- and postsynaptic recordings were used and the interneurons were injected
with dye to allow morphological reconstruction of individual connections. A simple
binomial model was applied to the analysis of the amplitude fluctuations of the evoked
inhibitory postsynaptic potentials (IPSPs), N 'ich are glycinergic and due to an in-
creased Cl - conductance.'-2' This analysis used a deconvolution technique to distin-
guish statistically the contributions of noise and the probabilistic release process to
the amplitude histograms. When the morphological and physiological results were
compared, we found that for each connection the number of mathematically defined
quantal release units, binomial n, equalled the number of presynaptic terminals."" '

Furthermore, each inhibitory ending contains only one active zone." Because the
postsynaptic response to the transmitter released from one site (that is, quantal size,
q) was relatively small and corresponded to the opening of about 1000 Cl channels,
the hypothesis that emerged is that following a presynaptic action potential each active
zone either does or does not release the contents of a single vesicle, with a certain
probability (FIG. 3). Finally, it should be noted that in this system the predicted quantal
size was confirmed with direct measurements of spontaneous or miniature events in
synaptic noise.24 25 This direct comparison has not yet been achieved at other central
junctions where quantal analysis has been attempted.

Two additional studies of the inhibitory projections to the Mauthner cell demon-
strated that p is a modifiable variable. First, when the freqilency of stimulation is
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progressively increased, from I or 2 Hz to between 50 and 100 Hz, the averaged evoked
responses decrease in amplitude. According to the binomial model, the mean response
equals the n .pq product, and quantal analysis, which can be used to distinguish
changes in individual parameters, indicated that a reduction in p alone occurred during
this form of synaptic depression."' Indeed, at even the highest frequencies there was
no indication that some release units dropped out; that is, no sites became silent.
Second, synaptic strength and the binomial parameters were compared for different
connections, as within this homogeneous population of afferents there is a large range
in the number of presynaptic terminals. It turned out that the synaptic strength was not
scaled in proportion to n and that interneurons with markedly different complements of
boutons could be equipotent, in terms of the average IPSPs evoked by their impulses.
That is, innervation density does not provide a weighting function for synaptic strength.
Furthermore, the quantal analysis indicated that this apparent leveling process was
due to the fact that p decreases as n increases." This finding is consistent with similar
reports for the neuromuscular junction, where it appears that transmitter output re-
mains constant when motor units are made smaller experimentally26 or when more
contacts are being established.27

As mentioned, analysis of inhibitory connections requires simultaneous pre- and
postsynaptic recordings, with both neurons being identified on the basis of electrophysi-
ological criteria. In the course of these studies it was not uncommon to encounter a
presynaptic neuron that was expected to evoke a response in the Mauthner cell upon
stimulation but did not. As already noted, it is difficult to interpret such negative results
in the absence of dye injections. We do have evidence, however, from two types of
experiments supporting the notion that there are silent connections and that the site
of the block is postsynaptic.

The first indication of silent connections comes from studies where we paired two
sources of inhibitory inputs to the Mauthner cell, while recording the evoked responses
in voltage-clamp. One input was activated by extracellular stimulation of the contralat-
eral eighth nerve, which projects to the inhibitory interneurons.2 -30 Stimulus strength
was adjusted to excite a few presynaptic cells at most, as judged by the amplitude of
the inhibitory postsynaptic current (IPSC) (FIG. 4A). The second input was produced
by direct intracellular stimulation of an inhibitory interneuron not activated by the
weak eighth nerve stimulus. We previously reported that when the two inputs are
activated simultaneously the postsynaptic current and its underlying conductance
changes are greater than predicted from algebraic summation of the two responses
evoked separately." The explanation advanced for this finding is based on the fact that
terminals of different inhibitory interneurons synapse on the Mauthner cell soma and
proximal dendrites and are intermingled there.. 2 In addition, channel activation
requires the binding of at least two glycine molecules to a postsynaptic receptor (re-

FIGURE 3. Diagram illustrating the
... 000 . 1 -Q) notion that after a presynaptic impulse

pre .a ctv or no more than one vesicle releases its
or contents toward the postsynaptic recep-

... 001 ... P tors. PDP: presynaptic dense projec-
tions; s.v.: synaptic vesicles. The binary

Q q notation emphasizes the hypothesis
) PP that. even though there are many vesi-

0 0S cles. a maximum of one can be released
after each presynaptic impulse (from
reference 50).
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viewed in references 12 and 15). We therefore suggested that the receptors underlying
a single synapse are not saturated by the contents of a single vesicle, and this notion was
confirmed by demonstrating that the IPSC evoked by the eighth nerve was enhanced in
the presence of iontophoretically applied glycine. Consequently, we proposed that
the synergism found when the two physiological sources of inhibition were activated
synchronously was due to the lateral diffusion of transmitter to the fringe of a synapse,
with the concentration in that region being higher, and with more channels being open,
when the adjacent synapse was also active.

In this experimental series, we again encountered presynaptic units that when
excited did not produce a measurable response in the Mauthner cell (FIG. 4B). When
this stimulus was paired with one to the eighth nerve, however, there was an additional
synaptic current, with the appropriate monosynaptic delay (FIGS. 4C & 4D). This
finding led us to suggest that at these silent synaptic connections, transmitter is released,
but the postsynaptic receptors at those synapses are unresponsive." The response
observed with the paired stimulation paradigm would then be due to spread of the
transmitter to an adjacent activated synaptic region.

A second, more indirect result supporting the above conclusion comes from experi-
ments in which postsynaptic injections of cAMP were shown to enhance the inhibitory
responses of the Mauthner cell.33 We have argued that this effect is postsynaptic,
because cAMP and its immediate metabolic by-products are restricted to the injection
site. In these experiments, we found that a weak stimulus to the contralateral eighth
nerve, though failing to evoke any inhibition in the Mauthner cell in the control
condition, succeeded in doing so after cAMP injection. That is, the second messenger,
applied postsynaptically, appeared to unblock silent connections. The most parsimoni-
ous explanation of this result is that the protein kinase activated by cAMP produced
a modification in the glycine receptor's structure, from an unresponsive form to a
functional one. These two sets of observations raise the possibility that patches of
receptors scattered over the surface membrane of a neuron and corresponding to
postsynaptic sites for a given neuron may be collectively switched on or off (see
reference 34 for a similar notion considered in the context of hippocampal long-term
potentiation). This is a particularly intriguing idea because it also suggests that while
receptor patches at one connection are switched "off," others that are intermingled
with them may be "on." That is, this sort of block, if it occurs, may require postsynaptic
recognition of the synapses established by a given presynaptic cell. An alternative
explanation of this result with cAMP would involve feedback from the Mauthner cell
to the presynaptic cells.

MAUTHNER CELL EXCITATORY AFFERENTS

The second Mauthner cell input that has been studied with paired intracellular
recordings is the excitatory projection from the so-called large myelinated club endings
of eighth nerve afferents. These terminals have morphologically mixed synapses with
the Mauthner cell lateral dendrite That is, they exhibit both chemical synapses and
gap junctions, 3

.36 the latter mediating electrotonic transmission. The structural organi-
zation of these connections is quite different from that of the inhibitory inputs. Specifi-
cally. intracellular dye injections have shown that each excitatory afferent sends only
one axonal branch to the Mauthner cell,"' and the presynaptic terminal contains
multiple active zones, .

.3 apparently at least 10. This system has a number of
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advantages for the issues being considered here. Because the afferents are electrotoni-
cally coupled to the Mauthner cell, the presence of a coupling potential produced by
a presynaptic spike could be taken as evidence of a connection, once initial dye injection
experiments had provided confirmation.10 Also, the electrotonic potential is a represen-
tation of the afferent impulse, and it could therefore be used to assess the branch point
failure hypothesis directly by comparing fluctuations in the two modes of transmission.

As already indicated, a single presynaptic impulse may evoke a two-component
response in the Mauthner cell, with a brief electrotonic coupling potential being fol-
lowed by a chemically mediated excitatory postsynaptic potential (EPSP) (FIG. 5).?
The size of the latter was typically quite small, on the order of a few hundred microvolts,

A C

C

B Silent cell D A

V
2msec

FIGURE 4. Unmasking transmitter release at the connection between a "silent" inhibitory in-
terneuron and the Mauthner cell. (A-D) Inhibitory postsynaptic currents (IPSCs) recorded in the
Mauthner cell (single-electrode voltage-clamp) in one experiment. (A) IPSC evoked by intracellu-
lar stimulation of the contralateral eighth nerve, which excites the commissural interneuron. In
this experiment, about three presynaptic cells were activated. (B) Lack of Mauthner cell response
to intracellular stimulation of an identified interneuron. (C & D) Synergism observed by pairing
the two inputs at a short interval. (C) The composite response, with the baseline of the IPSC
evoked by the control eighth nerve being indicated by the dashed curve. Note the added synaptic
current. (D) Subtraction of the record in A (VIII) from that in C (VIII + cell) revealed the
amplitude and time course of the incremental current (I). All records are averages of 20
individual sweeps. As described in the text, this effect is probably of postsynaptic origin, suggesting
that at these silent connections the presynaptic impulse nevertheless does release transmitter (from
reference 15).

and. as discussed below, the majority of the connections appeared to be chemically
silent. Because of the small EPSP size, a direct quantal analysis similar to that used
for the inhibitory inputs could not be applied in this case. Rather, an indirect approach
was necessary, one that took advantage of the fact that there is a pronounced facilitation
of the EPSP when presynaptic stimuli are paired at short intervals (FIGs. 6A & 6B).
A number of tests indicated that, for single-fiber stimulation, the locus of the paired
pulse facilitation was presynaptic, and the shift in the statistical distribution of the
evoked responses could be fit by a simple binomial model if p increased, but not if the
change was in n.1° Thus, these results indicated once more that the probability of
release is activity dependent. The fact that with repetitive activity p is enhanced at the
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excitatory junctions and depressed at the inhibitory ones may reflect the findings that
the low-frequency release probability is small in the first case 4' and large in the sec-
ond' 2' (see discussion in reference 6).

The results of the indirect quantal analysis at single excitatory connections indicated
that binomial n was 10 or greater, which is consistent with the proposal that each
active zone is a presynaptic quantal release unit, and not the terminal bouton itself, as
proposed by others. .7.4 .4

' This conclusion was further tested directly by using the
deconvolution method, applied successfully at the inhibitory connections," 1 '" and by
setting binomial n equal to one, since, as mentioned above, there is only one ending
per connection. The resulting best-fitting binomial descriptions of the amplitude histo-
grams of the evoked responses were statistically unsatisfactory; however, the fits gener-
ated with parameters derived from the paired-pulse paradigm were satisfactory. Thus,
the hypothesis that n simply equals the number of endings could be rejected for the case
of one ending with multiple release sites.40 Finally, it should be noted that fluctuations in
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FIGURE 5. Mixed synaptic transmission between single eighth nerve afferents and the Mauthner
cell lateral dendrite. The diagram illustrates the circuit studied and the locations of the pre- and
postsynaptic intracellular microelectrodes. To the right are sample recordings from the indicated
sites. Note that in this case a presynaptic action potential in the eighth nerve fiber produced an
electrotonic (e) coupling potential followed by a chemical (c) excitatory postsynaptic potential
(modified from reference 37).

the amplitudes of the electrotonic coupling potential and the EPSP were uncorrelated,
thereby providing direct evidence that variations in chemical transmission are not due
to changes in action potential propagation along the presynaptic axon. Indeed, in this
system we did not obtain any evidence for intermittent failure of impulse propagation.

A striking feature of the excitatory connections was that about 80% of those studied
were chemically silent."' That is, in the majority of the fibers studied, presynaptic
impulses produced electrotonic coupling potentials in the Mauthner cell lateral den-
drite, indicating the two cells were connected, but EPSPs could not be detected, even
when signal averaging was used to improve the signal-to-noise ratio (FIGs. 7A & 7B).
The average amplitudes of the coupling potentials recorded at transmitting and silent
connections were the same, and injections of horseradish peroxidase revealed that in
both conditions the afferents were club endings. Also, as shown in FIGURE 7, repetitive
stimulation of single eighth nerve fibers, at frequencies that produced facilitated trans-
mitter release when EPSPs were evident. did not unmask chemical transmission at the
silent connections.
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FIGURE 6. Paired-pulse facilitation of eighth nerve responses in the Mauthner cell. (A) Simulta-
neous pre- and postsynaptic recordings from a single eighth nerve fiber and the Mauthner cell
lateral dendrite, illustrating facilitation of the second EPSP. (B) Similar facilitation is observed
when recording Mauthner cell responses to extracellular stimulation of the eighth nerve. Two
superimposed records show the response to the first stimulus alone, and to the pair, to indicate
the actual amplitude of the second EPSP (modified from reference 40).
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FIGURE 7. Demonstration of silent synaptic connections between a single eighth nerve club
ending and the Mauthner cell lateral dendrite. (A & B) Same recording conditions as in FIGURE
6. (A) Individual postsynaptic responses (upper three traces, labeled Post) produced by repetitive
presynaptic firing (bottom trace, labeled Pre). Note that there are coupling potentials, but no
chemically mediated EPSPs. (B) The average of 15 postsynaptic records from the same experiment.
with an improved signal-to-noise level, confirms the absence of chemical transmission. These
records also illustrate that repetitive firing at intervals producing facilitation of chemically trans-
mitting connections does not unmask any EPSPs (from reference 40).
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Another experimental approach, however, did convert silent connections to trans-
mitting ones. As shown in FIGURE 8, injection of a K ' channel blocker into the eighth
nerve fiber produced small but measurable increases in the duration of the presynaptic
action potential, and this prolongation was transmitted to the synaptic ending, as
indicated by the coupling potential, which also became broader (A, versus A 2). In the
experiment of FIGURE 8, the potassium blocker was Cs and there was no clear EPSP
prior to injection (A,). After three Cs injections, the half-width of the coupling potential
had increased by 112 Lsec (from 244 to 356 lusec) and there was an obvious EPSP, of
about 400 uV in amplitude. The plot in FIGURE 8B shows that the EPSP amplitude

A2 B
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Post. LO 40
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FIGURE 8. Spike broadening unmasks chemical transmission at an otherwise silent connection
between an eighth nerve fiber and the Mauthner cell lateral dendrite. (A1, A, & B) Records from
one experiment. using the same recording conditions as in FiGURE 6, with the exception that the
presynaptic electrode contained 2M CsCI rather than KCI. Spike broadening was produced by
Cs injection. (A, & A,) Average traces of pre- and postsynaptic recordings obtained before (n =

9) and after (n = 17) three periods of Cs injection. In the control (A,) the half-width of the first
coupling potential was 244 .Lsec and there was virtually no EPSP following it. After the Cs
injections (A,) the coupling potential was broader (half-width = 356 4sec) and there were clear
EPSPs. (B) Plot of the first EPSP amplitudes versus coupling potential (CP) half-width. Data
points are averages based on sample sizes of 25 to 54 traces. The slope in the steepest region is
7.1 jaV/,usec. Inset: superimposed averaged traces of the first coupling potentials and EPSPs. The
smallest and largest EPSPs correspond to those in A, and A. respectively, whereas the intermedi-
ate traces are from responses collected following the first and second Cs injections (from reference
40).

(and, hence, transmitter output) was a graded, but steep, function of coupling potential
half-width, with a slope of about 700 lzV per 100 lusec. In another experimental series,
in which the presynaptic electrode contained 4-AP, spike width typically increased
immediately after penetration of the axon, without injection of the blocker, and 56%
of the connections transmitted chemically. Again the difference between the durations
of the coupling potentials at transmitting and nontransmitting connections was small.
320 - 92 versus 242 ± 16 lsec. Thus, these connections operate at the low end of the

input-output curve relating transmitter release to presynaptic spike width. The slope
of this relation is similar to that described for the squid giant synapse"1 and Aplysia
sensory-motor connections."
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The large number of chemically silent excitatory connections and the evidence for
at least one mechanism to unblock them suggests that they might function as a reserve
pool. available to be recruited in certain physiological or behavioral conditions. That
is, they may provide an important substrate for certain types of neural plasticity. It
should not be assumed that spike broadening is the only means to unmask chemical
transmission at these connections, because in control conditions we did not find a
significant difference in this parameter when comparing those connections which trans-
mitted in both modes with those which only exhibited electrotonic coupling. Further-
more, we have recently described long-term potentiation of the Mauthner cell responses
to extracellular stimulation of the eighth nerve4 5 but could not detect a measurable
change in the duration of the coupling potential. Nevertheless, it is tempting to consider
the possibility that this use-dependent modification in synaptic efficacy might involve
recruitment of previously silent connections.

SUMMARY

Comparison of the two afferent systems illustrates certain features common to
synaptic transmission as well as differences that might be important for synaptic
plasticity. Transmission at both the inhibitory and excitatory connections is satisfacto-
rily described by a simple binomial model that considers the average probability of
release to be the same at each active site, although it should be stressed that the best
evidence derives from the first set of afferents. Another similarity between the two
systems is that short-term changes in synaptic efficacy, namely, facilitation and depres-
sion. appear to be due to changes in p. We previously suggested that both phenomena
occur during repetitive stimulation, with the dominant effect depending upon the initial
probability of release.' It remains to be seen if depression dominates at other inhibitory
connections, although it is already clear that one cannot generalize about excitation,
because some excitatory junctions have an initial high p and exhibit a marked depres-
sion4" rather than the facilitation described here.

We have found no evidence for the notion that some synapses within a connection
may be silent. That idea has been proposed, but not proven, for other synaptic connec-
tions in the vertebrate central nervous system. Indeed, it will be difficult to assess as
long as quantal release cannot be reliably detected at these junctions (see references 6
and 7), and morphological confirmation at the ultrastructural level will also be required.
On the other hand, evidence from a few peripheral junctions where one presynaptic
afferent establishes hundreds of contacts with its target cell, does suggest the possibility
of silent synapses, or at least an extremely low probability of release in those
cases. " " These situations may correspond to extremes of our finding that as the
number of release sites increases, p decreases.2" Regardless, the inverse relation between
n and p suggests caution should be exercised in interpreting data indicating that synaptic
plasticity is associated with increased numbers of synapses between two cells.

Although we have not detected silent synapses within a transmitting connection,
we have observed chemically silent connections between neurons, and the evidence
reviewed here suggests transmission may be blocked postsynaptically, as with the
inhibitory connections, or presynaptically, as with the excitatory ones. Although the
underlying mechanisms are only partially elucidated, it is also clear that such connec-
tions can be switched into a transmitting mode. Consequently, they may provide a
significant reserve that might well become functional in different behavioral states or
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in response to certain patterns of activity. Conversely, it is also possible that the efficacy
of a given input pathway to a neuron or set of neurons may be down-regulated by
turning off a subset of the connections.
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One of the more obvious things about the central nervous system (CNS) is how widely
nerve cells differ in size. Some of their properties also differ with size, for example-
conduction velocity. The systematic nature of these relations led us to formulate what
I have called the Size Principle. This basically simple notion has led to some very
unexpected findings. It has generally been assumed that impulses in a parent nerve
fiber are conducted into every branch or collateral and invade every one of its terminals,
finally to release transmitter from every synapse it forms. As I hope to show, this
notion, for which there was never any experimental evidence, is clearly not correct for
the system I will be discussing.

Approximately 300 motor neurons (MNs) innervate the muscle fibers in the cat's
medial gastrocnemius (MG) muscle. The largest MNs in this pool have about 10 times
the surface area of the smallest in the same pool. Largely because of the greater surface
areas, their input resistance is only about 1/10th that of the smallest ones. As a result,
the potential, E, elicited by an afferent nerve impulse, is much smaller in a large MN
because E = IR (ionic current X input resistance).

As Cajal showed, everywhere in the nervous system large nerve cells have corres-
pondingly thicker axons than small ones. When they reach their destinations (in this
case the MG muscle) they give off proportionally more terminals. Each terminal
innervates just one muscle fiber in the MG. So, impulses from large MNs with many
terminals can produce strong contractions (as much as 120 g for a single motor unit).
Impulses from smaller MNs with few terminals produce much smaller tensions (as
little as 0.5 g). Already it is obvious why we began to refer to a size principle. This is
only the beginning, however. Impulses in large MNs are conducted very rapidly to
their muscle. Although the contractions they elicit in their motor units are rapid and
powerful, the muscle fibers in these units fatigue rapidly. Such big units are anaerobic.
For energy they depend on stored glycogen, which is used up rapidly. This is why
maximum efforts cannot be maintained very long. The smaller, slower contracting
motor units are aerobic and relatively nonfatiguing. They play a major role in activity
requiring endurance.

Once we had recognized this 240-fold range of strength and the great differences
in contractile speed, endurance, and metabolic economy. an intriguing question arose.
How does the nervous system make use of the amazing assortment of motor units in
every muscle? And how can this be done at no undue cost in contractile energy, which
is vital for survival in the wild? Faced with these questions, what solution was reached
in the course of evolution?

As Francis Crick recently pointed out, "'Natural selection is not a clean designer.
E)olution is a tinkerer- It is opportunistic: anything will do as long as it works. Its
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mechanisms may not embody deep general principles. It may prefer a series of slick
tricks. Only a close inspection of the gadgetry will tell."'

Let us consider the gadgetry that controls muscles. The pool of 300 MNs controlling
the cat's MG might be regarded as a large, neural keyboard. This analogy suggests that
the CNS fingers the 300 keys selectively as a pianist does. If a strong, fast contraction is
urgently required, the CNS might activate only large, fast motor units to produce the
necessary tension quickly. Many believe in highly selective activation of this type.

However, consider the problems posed by such a method of control. It would
require an enormous number of inputs to each pool. To achieve highly selective action
of individual motor units, each afferent would necessarily go to just one, or a small
group of MNs, so that only motor units with the necessary speed, power, endurance,
and metabolic economy would be activated. Each MN would have to receive a suffi-
ciently strong input from limited sources to be discharged readily. Because the MG
may be called upon to develop any tension up to about 12,000 g quite precisely, a great
many different combinations of motor units would be needed, depending upon the
tensions and contractile properties required. "Combination" is one of the stumbling
blocks in the notion of selective activation.

There are more than l0'0 possible combinations in a pool of 300 MNs2 and, of
course, more than 10' combinations of reflex and voluntary inputs would be needed
to activate them. Instead of the unimaginable complexity that "selective activation"
would require, evolution arrived at a far simpler solution, namely "orderly recruitment
of MNs by size."

When fine filaments of appropriate ventral roots are placed on recording electrodes,
and progressively stronger excitatory inputs are applied by stretching the MG in a
decerebrate cat, MNs begin to discharge in an orderly sequence strictly determined by
their size, small to large. Inhibitory inputs silence the largest MNs first, intermediate
next. and smallest last. Output is precisely graded by input. If a strong, fast contractior
is needed, the entire pool is activated and the required speed and power are obtained.
If less powerful contractions are desired, only MNs up to a certain size are fired.'

What does orderly recruitment tell us? 1) It reveals that selective activation does
not ordinarily occur. 2) It indicates that in a pool of 300 MNs there is not an infinite
number of possible combinations of active units, but only 300! 3) It relieves the CNS
of the impossible burden of providing an enormous number of selective inputs. so
enormous that to accommodate them, the brain would have to be much larger.

How does this simple system work? Not an easy question. The organization of the
la input from the stretch receptors in muscle to the MN pool provides a quite unex-
pected clue. All of the 60 la's in the MG project direct!y to the MN pool. To determine
how the inputs in this projection are distributed, we recorded intracellularly from the
MNs of the MG. Without going into the details of this technique,4 we found that each
Ta fiber from the MG projected directly to all of its 300 MNs. This, of course, was just
the opposite of the highly selective distribution that many had proposed.

It has been shown anatomically' that, regardless of its size, each MN in a pool has
an equal density of synapses. As a result, although MNs with 10 times the surface area
of the smallest cells have only about 1/10th of the input resistance, they apparently
have 10 times as many synapses. It was conjectured that the larger number of la
synapses on big MNs might compensate for their lower input resistance. However,
when all of the Ia fibers in the MG nerve were stimulated with a single shock, the
aggregate or total excitatory postsynaptic potential (EPSP) elicited in a large MN with
a low input resistance was small, whereas the EPSP in a small MN with an input
resistance 10 times greater was much larger." These findings indicated clearly that the
greater number of la synapses on large cells did not necessarily compensate for their
lower input resistances.
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As many have learned, findings that do not fit are often the most interesting. When
we recorded the aggregate EPSP in the same MNs after a 10-sec conditioning tetanus
to the muscle nerve at 500 per sec, the amplitude of the response in the largest MN
increased by 122%. In intermediate-sized cells it increased by 92%, and in the smallest
cell only by 11%. Clearly, this posttetanic potentiation, as it is called, varies greatly
with cell size.6 In a longer series of observations on many MNs it was apparent that
percent potentiation was always greatest in the large cells with small EPSPs and was
least in the small MNs with large EPSPs.6

These results led us to understand why cell size was so important. In order to
supply 10 times as many terminals to a very large MN, a Ia fiber must branch and
rebranch repeatedly. It has been shown7 that the safety factor for axonal conduction
is lower at branch points in peripheral nerve fibers, and may result in conduction into
only one of two branches. The successive branch points an impulse encounters in the
terminal arborizations to MNs apparently results in similar failures. Because there are
more branch points in the projections to large cells, there should be more failures in
them, and, as a result, smaller EPSPs in them, as we found.

If this is so, there must be more failures that could be relieved during potentiation
in large MNs than in small ones. This is the case. 6 Transmission failure and its relief
during potentiation are greater in projections to large MNs and least in projections to
small ones.

The sequence of reflex changes in the MN pools of newborn kittens illustrates some
of these points nicely. 8 Shortly after birth, when the motoneurons are small, an afferent
volley in all the Ia fibers in a muscle nerve discharges all the MNs in its pool. As the
kittens grow older and their motoneurons enlarge, the amplitude of this monosynaptic
reflex gradually decreases, indicating that some of the MNs in the pool are no longer
being discharged by the afferent volley. This sequence suggests that the greater surface
areas of the growing MNs induce more branching of the Ia fibers approaching them,
more transmission failure at the branch points, less release of transmitter, and a
progressively larger subliminal fringe of unfired cells attributable to the failures.

Consider the developmental implications of this sequence. If MN size determines
the degree of branching in its own afferents, and if susceptibility to failure is a function
of this branching, it follows that the size of an MN exerts a strong influence on its own
excitability through its effect on the input it receives. This is a newly recognized type
of interaction between neurons, which suggests how a size principle may develop.
The main alternative explanation to branch-point transmission failure is change in
transmitter release or effectiveness at active boutons.6 '9' 0

Just a note about clinical implications. It has been reported recently that anything
that reduces input to eighth nerve nuclei leads to reduction of the sizes of the nerve
cells there. Restoration of input to these nuclei causes a rapid regrowth in cell size.
According to the authors," this regulation in cell size by afferent activity is truly
bidirectional.

From this one may infer that any trauma or disease that cuts off important inputs
to CNS neurons may cause equally rapid changes in postsynaptic cell size and excitabil-
ity-changes from which there might be little recovery. Measures to minimize major
effects of this kind might greatly reduce the impact of disease or trauma on the nervous
system.
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INTRODUCTION

There have been numerous reports in recent years indicating the possibility of
"silent" synapses that can be brought into an active condition by imposed neural
activity. In the mammalian spinal cord, for example, Wall and co-workers' found that
synchronous stimulation of sensory inputs extended a cell's receptive field beyond the
boundaries discerned during more normal natural stimulation. A statistical analysis of
synaptic responses suggests that treatment of spinal cord preparations by agents that
enhance transmitter release leads to appearance of additional transmitting synapses
between Ia afferents and motor neurons.2 This class of effect has been found in other
parts of the nervous system. In general, activity-dependent strengthening of synaptic
transmission seems to be a widespread phenomenon, and one of the possible mecha-
nisms for such strengthening involves recruitment of weak or unresponsive synapses.

A good model for investigating the hypothesis of activity-dependent recruitment of
unresponsive synapses is provided by crustacean motor neurons. The axons of these
neurons ramify extensively within their target muscles and make thousands of individ-
ual synaptic contacts with the muscle fibers.' Each muscle fiber has at least 50 points
of synaptic transmission, according to estimates in the well-studied opener muscle of
the crayfish.4 Electron microscopic observations suggest that there are numerous small
synapses on each nerve terminal making contact with a muscle fiber., There is at
present no firm evidence at the morphological level that can be used to discriminate
"active" and "inactive" synapses. However, the individual morphologically defined
synapses show heterogenous features: some lack the presynaptic dense bars and associ-
ated collections of vesicles that conventional wisdom associates with an actively trans-
mitting synapse.' Therefore, it is conceivable that some of these numerous synapses
arc undeveloped or inactive.

Many crustacean motor axons of the fatigue-resistant "tonic" type show activity-
dependent enhancement of transmission, both long-term and short-term. These plastic
phenomena have been reviewed recently.7 . Single impulses or short-lasting trains of
impulses enhance transmitter release dramatically but transiently (short-term facilita-
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tion), whereas long-lasting trains of stimuli at moderate frequencies enhance transmis-
sion progressively and persistently (long-term facilitation, as described initially by
Sherman and Atwood') (FIG. 1). Following stimulation at 10-20 Hz for several minutes,
long-lasting enhancement of transmission ensues. At individual terminals where active
transmission can be measured, the quantal content of transmission is higher than
normal during the long-lasting phase, while no change in amplitude or time course of
the individual quantal currents can be demonstrated."' Thus, the enhancement of
transmission appears to be due exclusively to changes in the presynaptic terminals
induced by the extra stimulation.

Several types of experiments have been conducted to clarify the mechanism of the
persistent enhancement of transmission. There is no change in amplitude or width of
the preterminal action potential during the long-lasting enhancement."' During and
shortly after the train of stimulation, the potentiation of the excitatory postsynaptic
potential is linked to build-up of Na- and Ca 2 in the nerve terminal 2; about half
the tetanic enhancement is Na' dependent. 7'" However, the persistent after-effect of
stimulation can be induced even with negligible entry of Na' and Ca". It is possible

Nerve Presynapltc Adenylate Increase in

depoiarizati~ncyctasenubro
active

cAMP release sites

A kinase

inc ase in Increafe in
Ca transmitter transmitter

release release
lasting lasting

10-15 mln several hours

FIGURE 1. Summary of working hypothesis for short-term and long-term facilitation. Ionic
changes (Na and Ca' ) modulate short-term facilitation: depolarization can produce long-term
facilitation via second messenger systems without major ionic buildup in the nerve terminal.

that an as yet undefined process initiated by depolarization but not requiring influx of
Na" or Ca2 leads to the long-lasting potentiation.

The initial event apparently results in activation of second messenger systems and
protein phosphorylation. The long-lasting potentiation (but not tetanic enhancement)
can be blocked selectively by injecting agents into the presynaptic nerve terminal to
block adenylate cyclase or the cyclic AMP-activated protein kinase.' Thus, adenylate
cyclase and reactions dependent on it appear to be necessary for the long-lasting
potentiation. The protein substrates of these reactions are presently not known.

Evidence that protein phosphorylation leads in turn to recruitment of synapses
comes from physiological and morphological studies. The physiological studies have
provided data that can be analyzed statistically using methods of quantal counting and
the binomial model appliec earlier in other systems."''' It is relatively easy to count
quantal release at crustac-an neuromuscular junctions using macropatch electrode:
for quantal current recording." It is even possible to determine quantal events from
intracellular recordings from single muscle fibers,' " though the analysis is then some-
what more ,,omplex. Analyses ofquantal events at the crayfish neuromuscular junction
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have shown that many data sets can be Fatisfactorily described by the binomial model,
in which quantal content is the product of parameters n and p. 10,11,5 7 Several authors
have suggested that n may represent the number of active synapses, and p the mean
probability of transmitter release per impulse at an active synapse.'"," Strong evidence
for this type of model has been obtained in studies of the Mauthner cell of goldfish, in
which an exact correspondence between the binomial n and the number of individual
morphologically identified boutons has been demonstrated."9

In the data sets taken from crayfish terminals, the binomial n usually increases
during long-lasting potentiation, while p changes less."' ," The increase in n can be
taken as partial evidence for addition of new active synapses to the responsive pool.

Parallel ultrastructural evidence has been presented to show that the number of
presynaptic dense bars may increase during the long-lasting potentiation, 2

0.
2

1 or with
repeated bouts of stimulation. 22 This evidence, however, is still preliminary.

One problem that has always plagued the analyses based on the simple binomial
model is the possibility, or even likelihood, of nonuniform response probability at the
different synapses sampled by electrophysiological measurements. Calculations have
shown that errors introduced by nonuniform probability are potentially serious. 2 This
problem has been dealt with and reviewed by Redman.24 Previous studies by Hatt and
Smith' 7 have provided evidence for nonuniform release at crayfis~i neuromuscular
junctions. In other crustacean neuromuscular junctions, both morphological and physi-
ological evidence suggest nonuniformity of synapses, and hence the likelihood of non-
uniform probability of release. 25 In order to determine whether the result of increased
n in long-term potentiation obtained with the simple binomial model is realistic, it is
necessary to apply statistical methods allowing for nonuniform probability to the data
sets.

The present study outlines a statistical approach that we have developed and
employed for data sets obtained with macropatch electrodes for terminals in the crayfish
opener muscle. The approach described here is more general than that adopted earlier
for the crayfish neuromuscular junction by Hatt and Smith,17 though the intent is the
same. The results of the present analysis indicate that the finding of increased n for
long-lasting potentiation holds when nonuniform probability is incorporated into the
statistical treatment. Reassuringly, better fits to the data are provided with nonuniform
probability, and the values of n thus obtained are not greatly different from those found
with the simple binomial model. Thus, the more serious errors foreseen for the simple
binomial model are not present, and it is still reasonable to think that altered n may
represent changes in the number of active synapses.

METHODS

Electrophvsiology

The experiments were performed on an in vitro preparation of the crayfish opener
muscle. The dissecting and intracellular recording techniques were described in detail
by Wojtowicz and Atwood."' '2 The macropatch recording technique is similar to
that used by Dudel,2 7 except that in our laboratory the macropatch pipettes were
manufactured from the thin-walled omega-dot tubing (I '; mm outside diameter). The
tips of these pipettes had lumens measuring 20-40 Lm. The pipettes filled with the
standard physiological solution had resistances of 200-500 kil. When placed on the
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surface of the nerve terminal, the pipettes formed a seal of about I Mil thus allowing
high-resolution recording of the postsynaptic current. Single quantal currents were
easily measured.

Quantal Analysis

A new procedure has been developed to identify the number of available quanta
for synaptic transmission and the probabilities of their release. Since we assume that a
single release site releases at most one quantum in response to a single presynaptic
action potential," the analysis yields the number of active (or responding) sites.

The procedure consists of fitting the observed counts of released quanta over a large
number of stimuli to three hypothetical models. These are the binomial, Poisson, and
nonuniform probability models.

Suppose that the observed counts are No, N, .... , Nm; that is, the largest response
corresponds to m released quanta, and we observe N, zeros, N, singles, and so on. Let
N = Y;,, N,, and let Ei be the expected number of "i quantum" releases. Then E, =

N7r,, where 7r, is the probability of i releases, and so E, depends on the model considered
(binomial, Poisson, or nonuniform probability).

X' = j (N, - E,) 11E,
i -o

For each model under consideration, we minimize the statistic with respect to the
parameters. This provides parameter estimates for each competing model. The criterion
we use to select a model is MAIC = x2 + k, where k is a penalty term related to the
number of estimated parameters and X2 is the minimized value of X1. We refer to this
as a modified Akaike information criterion (AIC). Akaike 2l introduced the AIC crite-
rion as a means of choosing from among several competing models, and the theoretical
basis for the MAIC is given in Donoho."9 For Poisson models k = I (the mean), for
binomial models k = 2 (n and p), and for the nonuniform release model k = (I +
number of distinct p,), where the extra I makes the comparison of binomial and
nonuniform models valid. For example, if a nonuniform model with n = 2 is fitted
under the constraint p, = p., then the penalty term is 2 (that is, I + the number of
distinct release probabilities). Because p, P2, the model is really binomial, and again
the penalty term is 2.

It is easy to see that this procedure should work for large sample sizes. As N -
x, N, - ir,NV, and E, will converge to ir,N if and only if the model chosen is either
the correct model, or includes the correct model as a particular case. For example, if
the true model is binomial with n = 2, then X1 will be near 0 for that binomial model,
but not for the Poisson model, because for the Poisson, E, is non-0 for any i. Nor will
X2 be close to 0 for any binomial model with n * 2. X2 will be near 0 for any nonuniform
model with n 2 2, because each such a model contains the true binomial model as a
submodel Because we are penalizing by the number of estimated parameters, the
nonuniform models with n > 2 will be rejected, and so the final comparison will be
between the binomial (2, p) and the nonuniform (2, p, < P,) models. As the binomial
(2, p) model is correct in this example, the comparison of these two competitors will
lead to acceptance of the binomial, whose penalty term is smaller by one.

Model parameters are estimated by finding those values that minimize the A". We
use an iterative, quasi-Newton algorithm to perform the minimization (see Fletcher"0 ).
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We wish to find the global minimizer, and therefore must begin the iteration in a
suitably small neighborhood of the true global minimizer. Our method is to generate
random starting values according to a uniform distribution on the parameter space,
and, for each starting value, to iterate the minimization procedure until convergence
is achieved (convergence is assumed to have occurred when successive iterates vary by
less than 10 1 for each parameter). The iterative solution providing the smallest value
of X' is taken to be the global minimum of X. In practice the method appears to be
independent of the starting iterate, indicating that X' might be unimodal. We have
been unable to show this analytically.

The adequacy of sample sizes of 1000-2000 has been determined in pilot experi-
ments where large t6000 stimuli) samples were obtained and subsequently broken down
into smaller fragments. It was found that samples of 1000 give values of n that are
consistent with the n of the whole sample (1 1). However, estimates of p, (in case of
the nonuniform model) evidently require larger samples.

The fit of the data to a model was judged satisfactory when the expected counts
(E,) differed from the observed values (N,) by I or less. All data presented in this paper
fulfilled this :riterion.

It should be noted, however, that a perfect fit of the data to a model does not
guarantee the correctness of the physical interpretation of parameters n and p,. Further
work is needed in order to determine if n indeed stands for the number of release sites
and if probabilities of release at individual sites are independent of each other.

RESULTS AND DISCUSSION

The results of this study are primarily concerned with our current search for the
mechanism of long-term facilitation expression.

The macropatch recording technique permits detection of quantal transmitter re-
lease from circumscribed regions of the axonal arbor (FIG. 2). The average number of
synapses between the nerve and the muscle in small crayfish opener muscle preparations
is 1.7 t 0.2 (mean ± SD) per 1 j.im of the terminal (unpublished data based on serial
sectioning and reconstruction of electron micrographs from three control preparations).
In other crustacean preparations, larger values have been reported.5-

3' Therefore, in
small crayfish opener muscle preparations, one terminal crossing the whole diameter
of the pipette may possess as many as 45 synapses. Physiological recordings revealed
that up to 10 quanta can be r leased approximately simultaneously if the axon is
stimulated at high frequency or when release is enhanced by treatment with 3,4-
diaminopyridine. Under normal circumstances, however, only up to five quanta are
released per stimulus when the axon is stimulated at 1-10 Hz, and the usual mean
quantal coment varies between 0.05 and 0.2 (FIG. 3).

In principle the maximal number of quanta released per stimulus provides a measure
of the number of active release sites. In practice this approach is not always feasible
because, when the probability of release from individual release sites is low, the chance
that they will release simultaneously is too low to be seen in reasonable sample sizes.
For example, three sites with probabilities of 0.05 each can be expected to release
together in one out of 10,000 stimuli!

Therefore we employed a statistical model as outlined above to match the observed
and expected release patterns and thus identify the number of release sites and their
individual probabilities from smaller, experimentally feasible sample sizes of 1000- 2000
responses.
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We applied the new analytical procedure to data from four experiments on long-

term facilitation. Representative records are shown in FIGURE 4. In these experiments
the excitatory axon was stimulated at 2 Hz either by evoking action potentials or
applying depolarizing pulses directly to the terminal through an intraaxonal electrode
in the presence of tetrodotoxin. The stimulation produced release of transmitter quanta
that were counted and analyzed as described above.

Long-term facilitation induced in these four preparations by 20-Hz stimulation
increased the quantal content (the average number of quanta released per stimulus)
measured at 2 Hz after establishment of the plateau phase by 112 - 53% (mean -

Site #2

Site #3

Site #1

/, /

terminals r

Axon

Stimulus
50 ,vm

FIGURE 2. Experimental arrangement for macropatch recordings of quantal currents. Mac-
ropatch pipettes were placed on the surface of the muscle fibers over terminal arborizations of
the excitatory axon.

SD). A large part of this enhancement can be accounted for by the increase (83%) in
the number of active sites (TABLE 1). Thus the analysis confirms earlier results esti-
mated from the simple binomial model"'-" and gives credence to the hypothesis that
synaptic connections can be strengthened by recruitment of inactive (or dormant)
release sites.

Our previous efforts were hampered by a simplification in the data analysis which
assumed that the probabilities of release at all responding sites are equal. Although in
theory such a simplification could introduce serious errors into the analysis," in practice
the errors in the estimates of the parameter n are not significant and therefore the results
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FIGURE 3. Sample responses obtained by placing the same pipette on three different -hot spots"
of release on one muscle fiber. The average number of quantal releases was different in the three
locations, but in all cases there were many failures of release. The low quantal content at stimula-
tion frequencies of I- 10 Hz is the usual finding in this preparation,
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presented here are not very different from those reported previously for long-term
facilitation. '

A comparison of the estimates of parameters n and p on a single data set ")r
short-term facilitation is given in TABLE 2. In this experiment the axon was stimulated
at four different frequencies ranging between I and 10 Hz. Such an increase in frequency
results in about a 15-fold enhancement of transmitter release with corresponding
changes in the binomial parameters. It can be seen that in this type of short-term
facilitation the main factor that accounts for the increase in transmitter release is the
probability p. Moreover, assuming equal probabilities of release among the release sites

Control LTF

A A

v

0.5 nA

5 mnsec

FIGURE 4. Sample data obtained b% means oif macropatch recording delI, ae long-terrnl
facilitation. In each trace the coupling artifact (Nerticat arrowheads) he'ween ti:c presvnaptie
depolarizing current pulse and the macropatch pipette is followed hy synaptic ponses. Hort-
7ontal arrowheads point to single quanta evoked hy the pulse. Typically more quanta were csokcd
during lon~g-term facilitation than in the control period.

does not cause serious distortions in the estimates of the parameter t. except at high
frequencies when probabilities vary widely.

The results for short-term facilitation are roughly comparable to those reported
previously for crayfish neuromuscular junctions. "

In conclusion, we have found that the number ofiresponding releasc sites is consider-
ably smaller than the number of available synapses so that there is a pool of dormant
synapses that can be recruited during activity. The threshold for this recruitment is
apparently reduced during long-term facilitation, as evidenced by larger values for the
estimated parameter n.

II
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TABLF 1. Changes in Binomial Parameters during Long-Term Facilitation'

Long-Term
Experiment Control Facilitation

I m = 0.24 m 0.38
Nonuniform n = 3 Nonuniform n = 3

p, = .05 p, = .03
P2 = .10 p2 = .16
p, = .10 p, = .19

2 m = 0.23 M =0.58
Nonuniform n = 3 Nonuniform n = 4

p, = .03 p, = .02 p, = .17
P2 = .06 p2 = .10 p, = .29

p,= .14

3 m = 0.61 m = 1.07
Uniform n = 4 Nonuniform n = 6

p,4 = .15 P,': .09 p, = .13
P2 .12 p5 = .17
p, .13 p, = .44

4m = 0.21 m = 0.55
Uniform n = 2 Nonuniform n 5

P1., .10 p, = .05 p. = .13
p2 = .10 p5 .14
p, = .13

Results of four experiments where long-term facilitation was induced by a 10-min stimulation
at 20 Hz. The quantal release was sampled at 2 Hz (1200 responses) before and after the
high-frequency burst and showed the increase of quantal content (m). In experiment 1, the increase
in m was accounted for by the increase in the probabilities of release at three release sites. In the
remaining fxperiments, there was a change in the number of responding quantal units as well as
in the probabilities of release. Although in general the data were best described by nonuniform
binomial distributions, the control responses in experiments 3 and 4 were best described by simple
binomial models.

TABLE, z. Estimates of Binomial Parameters during Frequency Facilitation"

Frequency
(Hz) m Binomial n & p Nonuniform n & p

1 0.07 2 & .03 2 &p= 03 .p2= .04
2 0.14 2 & .07 2 &p = .02, p,= .13
5 0.34 3 & .11 3 & p, = .06, p, .11

p, = .17
10 1.08 No satisfactory fit 4 & p, = .08, p, = .22

p, = .23, p, .55

Results from a single experiment in which the axonal terminal was stimulated at I -10 Hz
and quantal content (m) measured in 1000 successive sweeps. Increased m indicates short-term
facilitation of release. Although the data were best described by nonuniform binomial models, the
simple binomial models provided accurate estimates of n at lower frequencies.
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SUMMARY

At the crayfish neuromuscular junction, a long-lasting enhancement of synaptic
transmission can be induced by tetanic stimulation of 10-20 Hz for several minutes. The
long-lasting enhancement is presynaptic in origin, because quantal content increases but
not quantal size, and is not dependent upon broadening or enlargement of the presynap-
tic action potential. The enhancement can be selectively blocked by presynaptic injec-
tion of agents that inhibit adenylate cyclase or the cyclic AMP-dependent protein
kinase. Entry of calcium may not be sufficient in itself to produce the enhancement.
Analyses of quantal events using both a simple binomial statistical method, and a
more refined method that takes into account the possibility of unequal probabilities of
responding units, have shown that the number of responding units increases during
the long-lasting enhancement. In addition, there is an increase in the probability
of transmitter release at preexisting units. In contrast, during short-term facilitation
accompanying repetitive stimulation, response probability increases greatly whereas
the number of responding units increases only moderately with frequencies of activation
up to 20 Hz, which increase quantal output severalfold. These results indicate that
responding units, hypothesized to be transmitting synapses, can be recruited to active
transmission from an unresponsive pool by tetanic activity, and that protein phosphory-
lation is required for long-lasting changes to occur. The existence of an excess of
synapses on crustacean nerve terminals is indicated by ultrastructural studies, which
invariably show many synapses on the terminals. The number of morphologically
defined synapses is always greater than the number of responding units seen in statistical
analyses of quantal release for the same recording location.
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PART IV ACTITTY-DRIVEN A.NA TOMICAL CHANGES

Introduction

This section examines activity-driven structural changes in the nervous system during
development and during learning in the adult. Examples are drawn from both vertebrate
and invertebrate nervous systems.

New synaptic contacts form during long-term memory storage in adults. In the
mammalian CNS, Greenough and Anderson report formation of new synapses on
hippocampal CAI neurons after long-term potentiation and on Purkinje cells after
complex motor learning. In Aplysia, Bailey and Chen describe a similar increase in
;ynapse nurmber a1c-opa.,.hig Lmriing that leads to long-term memory. Sensory
neuron synaptic terminals that show increased transmitter release with learning un-
dergo an increase in the number of synaptic varicosities and active zones, and this
increase persists in parallel with the long-term memory.

Altered activity during development can greatly change synaptic organization and
structure. Greenough and Anderson find that rats raised in a complex environment
have larger Purkinje cell dendritic fields and a greater number of synapses per neuron
than those raised in a deprived environment. The effect of early activity on development
is particularly dramatic in the mammalian visual system, where competition occurs
between the afferents from the two eyes. After monocular deprivation in the cat, Tieman
finds that deprived terminals in visual cortex are smaller and contain fewer synapses
than experienced terminals. In addition, the deprived terminals contain lower levels of
the putative neurotransmitter, N-acetylaspartylglutamate. Lnenicka reports that cray-
fish phasic motoneurons, which develop under very low activity levels, have smaller
motor terminals containing smaller synapses and fewer mitochondria than their more
experienced tonic counterparts. This difference is largely attributable to the difference
in activity levels, since chronic stimulation of the phasic motoneurons in young animals
produces synaptic varicosities, enlarges synapses and mitochondria, and increases ca-
pacity for transmitter release.

These papers permit comparison of the activity-driven morphological changes seen
during development and during adult learning, and of the various types of neuronal
activity that produce these morphological changes.

ISO



Morphological Aspects of Synaptic
Plasticity in Aplysia

An Anatomical Substrate for Long-Term
Memorya

CRAIG H. BAILEYh AND MARY CHEN

Center/or .Veurobiology and Behavior
Departments of Anatomy and Cell Biology and Psychiatry

College of Physicians and Surgeons
Columbia University

and
New York State Psychiatric Institute

New York, New York

INTRODUCTION

In the last few years it has become increasingly apparent that the mature central
nervous system can exhibit a surprising degree of synaptic remodeling.' For example,
in vertebrates and invertebrates behavioral training, changes in the complexity of the
environment, as well as neuronal activity have been shown to alter both the number
of synapses and aspects of their structure.' The specific role such structural changes
may play during learning and memory has been a question central to the study of
behavior but one that has been difficult to address in the more complex nervous systems
of vertebrates where the role of individual synapses in learning and memory is not yet
well defined. To bridge this gap, the mor, tractable central nervous systems of several
higher invertebrates have proven useful for correlating changes in cellular and molecu-
lar function with learning. 3-5 We shall focus here on one such model system, the
gill-and-siphon withdrawal reflex of the marine mollusc, Aplysia californica, to review
recent morphological studies of elementary forms of learning and explore the role
structural changes at identified synapses may play in the expression of a long-term
memory trace.

ORGANIZATION OF THE CENTRAL NERVOUS SYSTEM
SYNAPSE IN APLYSIA

A synaptic contact in Aplysia consists of a single presynaptic component. which is
usually an irregularly shaped varicose expansion occurring along or at the end of a

'This work was supported by the National Institute of Mental Health (MH37134). the National
Institutes of Health (GM32099), and the McKnight Endowment Fund for Neuroscience.

bAddress for correspondence: Center for Neurobiology and behavior. 722 West 168th Street,
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fine neurite, and a single postsynaptic element, which is typically a small diameter
spine. The functional architecture of these sites is similar to the synaptic morphology
described in other higher invertebrates as well as in the vertebrate central nervous
system.' "

As is the case in other species, only a restricted portion of the contact in Aplysia
appears to be modified for synaptic transmission." 7 These focal and modified sites
appear analogous to the active zones described at other central synapses and also
consist of a presynaptic component, which is thought to participate in the translocation
of vesicles prior to their fusion and release, and a postsynaptic component, which is
modified for the reception of this chemical information.

The organization of the axoplasm contiguous to the presynaptic active zone is
replete with fine-diameter filaments and small electron-lucent synaptic vesicles. In fact.
the number of vesicles at these specialized sites is roughly I2 times greater than at
unspecialized regions of the synaptoiemma. Clumps of electron-dense fibrillar material
can be found adherent to the cytoplasmic leaflets of both the pre- and postsynaptic
membrane. These paramembranous components of the active zone can be isolated and
studied in detail by the application of a variety of selective cytochemical stains..7 . If
such approaches are utilized, the presynaptic specialization at Aplysia synapses can be
seen to consist of a series of small, truncated, dense projections that probably represent
a condensed for.n of the filamentous material that is present near the active zone
membrane in conventionally fixed material.'" The postsynaptic specialization is typi-
cally more modest and consists of a thin. fairly Lontinuous sheet-like density.

Based upon these cytochemical and ultrastructural studies, synaptic connections in
Aplysia appear to have clearly differentiated, discrete active zones similar to those
described in other species. Our next goal was to determine what effect, if any. learning
and memory might have on the structure of these specialized release sites.

MORPHOLOGICAL BASIS OF LEARNING AND MEMORY IN
APL YSIA

Toward that end, we have utilized a simple behavioral system-the gill-and-siphon
withdrawal reflex of Aplysia. This reflex is analogous to vertebrate defensive escape and
withdrawal reflexes and like them can be modified by a variety of nonassociative and
associative forms of learning." We will focus here on an elementary type of nonassocia-
tive learning-sensitization.

Sensitization is a process by which an animal learns about the properties of a novel.
usually noxious stimulus. Through it an animal learns to strengthen its defensive
reflexes and to respond vigorously to what was previously a neutral or indifferent
stimulus. In both invertebrates and vertebrates, sensitization can exist in both a short-
term form and a long-term form. The duration of the memory is dependent upon the
number of training trials; that is, the memory is graded. In Aplysia, for example, a
single training trial produces short-term sensitization that lasts from minutes to hours."
Repeated training trials can produce a long-term memory that persists for at least
several weeks.

22'21

Among the great advantages of the invertebrate brain for the cellular analysis of
behavior and its modification is a greatly reduced cell number and the presence of
large, invariant, identified nerve cells. In Aplysia, certain elementary behaviors that can
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be modified by learning may use fewer than 100 cells. This neural parsimony makes it
possible to delineate in detail the wiring diagram of the behavior and thus pinpoint the
contribution of individual nerve cells to the behavior in which they participate.

Exploiting this reductionist approach, Eric Kandel and his colleagues iav e analyzed
the neuronal circuits responsible for the gill-and-siphon withdrawal."'  A well-studied
component of this reflex is the monosynaptic connection between mechanoreceptor
sensory neurons that innervate the siphon skin and the motor neurons that supply the
gill and the siphon. There are six motor cells to the gill that receive information from
the siphon skin by means of 24 sensory neurons as well as several identified interneu-
tons. Once this wiring diagram had been delineated, Kandel and his colleagues began
an analysis of the cellular and molecular events that underlie sensitization. They found
that the mechanisms that underlie both short- and long-term sensitization involve an
enhancement in the effectiveness of the synapses made by the sensory neurons onto
their follower cells. When a sensitizing stimulus is applied to the neck or tail of Aplysia,
facilitating neurons are activated that in turn act on the sensory neurons to enhance
transmitter release. This heterosynaptic facilitation involves activation of the enzyme,
adenylate cyclase, resulting in an increase in the level of cyclic adenosine monophos-
phate (cAMP) within the sensory neurons (for a review, see reference 3). Serotonin
and a small :nterrelated peptide can mimic the physiological effects of sensitization and
are candidates for the facilitating transmitter. The increased cAMP in turn activates a
second enzyme, the cAMP-dependent protein kinase, which leads to the phosphoryla-
tion of a number of proteins. One of these is a K' channel protein or associated protein.
In this case, the addition of a phosphate group reduces one of the K * currents that
normally repolarizes the action potential, thus allowing more Ca" to flow into the
terminals and increasing transmitter release. 24 27 Serotonin can also enhance mobiliza-
tion of transmitter at these sensory neuron synapses."z Electrophysiological experiments
examining the strength of the monosynaptic connection between sensory neurons and
the gill motor neuron L7 have shown that the same synaptic loci are involved in the
storage of the long-term memory for sensitization. 2

1

Although several aspects of the biophysical and biochemical changes that underlie
sensitization are well understood, less is known about the morphological mechanisms
and in particular the role that structural changes at these identified sensory neuron
synapses might play in the induction and maintenance of the long-term form.

STRUCTURAL PLASTICITY AT IDENTIFIED SENSORY NEURON
SYNAPSES DURING LONG-TERM MEMORY

To address these questions we have begun to examine the family of structural
changes at sensory neuron synapses that may accompany long-term memory. We have
combined selective intracellular labeling techniques (horseradish peroxidase (HRP))
with the analysis of serial sections to quantitatively study complete reconstructions of
sensory neuron synapses in naive and behaviorally modified animals.

The results of our initial ultrastructural studies" examining the effects of long-term
training on active zone morphology are illustrated in FIGURE 1. Here we compared
the number, size, and vesicle complement of completeli reconstructed sensory neuron
active zones in each of three groups of animals: control, long-term habituated, and
long-term sensitized. We found a consistent trend; that is. all three active zone parame-
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ters %%ere larger in sensitized animals than in controls and smaller in habituated animals.
This study indicated that clear structural changes could accompany long-term memory
in .4pl via and demonstrated for the first time that these changes could be detected at
the level of identified synapses known to be critically involved in the behavior. More-
over. these results suggested a considerable amount of synaptic remodeling could be
induced hy the learning process. In an attempt to determine the limits of this structural
plasticity during long-term memory, we turned to a slightly different experimental
approach.

LONG-TERM SENSITIZATION INVOLVES GROWTH AND AN
INCREASE IN THE NUMBER OF SENSORY NEURON SYNAPSES

To examine it long-term training had any effect on the total number of synapses
per sensory neuron, we quantitatively analyzed the total axonal arbor of single HRP-
injectcd .sensory neurons from control and behaviorally modified animals." The results
of this study are illustrated in FIGURE 2 and reveal a trend similar to that described
abose fti active zone morphology but expressed here in a much more global fashion.
Sensory neurons from control animals had on average 1300 varicose expansions per
sensory neuron This number was reduced to a mean of 850 varicosities per sensory
neuron in long-term habituated animals and dramatically increased to 2700 in long-
term sensitized animals. FIGURE 3 illustrates the correlation between these changes in
varicosity number and each behavioral modification.

In addition to changes in the total number of presynaptic varicosities, sensory
neurons from long-term sensitized animals demonstrite additional evidence of growth:
that is, they display enlarged neuropil arbors (FiGc. 4). Quantitative estimates indicate
,i- ,, ttal i,_uroi, aaor of sen.,,y ,curcn from long-!-rm sensitized animals is
2.7 times greater in linear extent than that from controls.

To determine which of these anatomical changes at sensory neuron synapses are
necessary for the onset of long-term sensitization' and which are required for its
maintenance. 2' we have begun to examine the relationship between the time course of
each morphological alteration and the behavioral duration of the memory (FIG. 5).
Our resulis -,uggest that not all of the structural changes persist as long as the memory.
For example. the increase in the size and vesicle compiement o"sensor i,.uOii ,:"icvc
zones, which is present 24-48 hr following the completion of training, eventually is
reversed, control levels being present one week later (FIG. 6). By contrast, the increase
in active zone and varicosity number persists unchanged for at least one week and is
only partially reversed at the end of three weeks (FIG. 7). The relative permanence of
these changes and their similarity in time course to the behavioral duration of the
memory suggest that an alteration in the number of sensory neuron synapses is the
most likely of the structural candidates to contribute to the retention of long-term
sensitization. Additional support for this notion comes from a recent study examining
the effects of long-term sensitization on the structure of an identified postsynaptic
target of the sensory neurons-the gill motor neuron L7."3 Quantitative ultrastructural
analysis revealed a striking increase in the frequency of presynaptic contacts onto L7
processes in sensitized compared to control animals. The results from this study are
consistent with our earlier observations that long-term sensitization produces an in-
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enhanced our knowledge about the specific synaptic loci and mechanisms that are
involved in the acquisition and retention of various elementary forms of learning and
memory.' One such model system, the gill-and-siphon withdrawal reflex in Aplysia.
has proven particularly advantageous for examining the cellular and molecular events
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that underlie both shor.- and long-term memory.' We hase exploited the cellular
specificity of this reflex and have begun to examine the functional relationship hetwcen
synaptic structure and the prolonged changes in synaptic effect|N chcs that accompany
lonv-term behavioral modifications.

Toward that end we hase combined a variely of morphological techniques vsith
biophysical and behavioral approaches to determine the nature, extent, and time course
of structural changes at identified sensory neuron synapses during long-term memor,.
Because aspects of the memory for sensitization can be trapped at this specific synaptic
locus, we have been able to analyze, in a set of identified neurons that are causally
related to the behavior, the mechanisms underlying the acquisition and retention of a
long-term memory trace. Central issues include the following: Can a long-term memory
trace be specified in morphological terms') Can morphological approaches be used
directly as probes for examining the mechanisms that underlie learning and memory"
What is the time course of the structural ssnaptic changes" Which are necessar for
the otnset of the memory and which are required for its maintenance ' )

Our results indicate that learning in 4plvsiu produces morphological as vwell as
functional changes at specific synaptic loci. Long-term memor, (lasting several weeks)
is accompanied by a profound degree of structural plasticity at the hcsel of identified
sensor\ neuron synapses. These structural changes occur at t\,o different levels of
synaptic organization. I) remodeling of sensor) neuron actie /ones - w%,hich for a
long-term sensitization , -flected b, an increase in the number, size. and ,esicle
complement of these release sites -and 2) a parallel but een more , idespread change
ins olv ing modulation of the total number of presvnaptic % aricosit es per sensorN neuron
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FIGURE 3. Correlation between change% in varicosity number and tong-tc In mernor, Data
points represeiit ammals trained for tong-term habiluation animals traied fi r ong-term sensitiza-
tion. and untrained (control I animals Structural changes (total number of \ arcosiltes per sen,,or
neuron) are plotted against changes in behasnoral efficac% The responses of each tO-irial session.
24-48 hr folloing the completion of training. hase been summed and expressed a, a single
median score compared to each animal', own pretraining wcore (Spearman's rank corre]atlte
coefficient 0 825 p , Wl (From reference 32 1
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(Fi(;. 8). Quantitative analysis of the time course over which these anatomical changes

occur has further demonstrated that only alterations in the number of sensory neuron

synapses persist in parallel with the behavioral retention of the memory. These results

directly link a change in synaptic structure to long-lasting behavioral memory and
provide evidence for a fundamental notion-that varicosities and their active zones are
plastic rather than immutable components of the nervous system. Such morphological
changes could represent an anatomical substrate for memory consolidation.

The nature and extent of the structural alterations at mechanoreceptor sensory
neurons are consistent with changes in the known behavioral effectiveness of habitua-
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FIGURE 5. Behasioral time course of long-ter., sensitization. Retention of sensitization was
tested at different inter,,als following the completion of 4 days of long-term training. Behavioral
performance of animals in each group was estimated hy comparing their behavioral scores with
their pretraining scores. This was achieved by summing the responses for each daily session
( (O-trial block: intertrial intersal: 30 see) and expressing each as a single score compared with

their owtn pretraining score. Animals in behavioral experiments were killed at 1-2 days (I: 529
121. N - 6), 1 week (11:700 -+ 173, X - 4), and 3 weeks (II1: 414 -1 86. N = 5) following

training, in preparation for the analysis of the structure of sensory neuron synapses in each group.
(From reference 32.)

tion and sensitization2  as well as with the demonstration of an enduring alteration

in the amplitude of the sensory-to-follower cell connection following long-term train-

ing.2' ' These findings suggest the interesting possibility that learning may modulate
the structure of the synapse to alter both the strength of synaptic connections as well as
behavioral efficacy. The alterations exhibited by sensory neuron release sites following

learning and memory are consistent in many respects with the changes in active zone

structure reported at the neuromuscular junction following various forms otstimulation

(see references 36-40; for a review, see references 41 and 42). Moreover, the changes

in synapse number following long-term sensitization in Aplysia are remarkably similar

to the reports in the vertebrate CNS of alterations in the number and/or pattern of
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FIGURE 6. Transient structural changes at sensory neuron synapses during long-term sensitiza-
tion. (A) Duration of changes in active zone size. (B) Duration of changes in the vesicle comple-
ment of active zones. Unlike the changes in varicosity and active zone number, the increases in
active zone size and associated vesicles peak at 1-2 days following the completion of training and
then return to control levels at I week and 3 weeks, making them unlikely candidates to contribute
to the maintenance of long-term sensitization. Each bar represents the mean ± SEM. (From
reference 32.)

synaptic connections following experimental manipulation and training (for a review,
see references 43 and 44).

What is the role of this structural plasticity during learning and memory? One clue
comes from the results of studies on both vertebrates and invertebrates which indicate
that long-term memory depends upon the synthesis of proteins and RNA.4" 7 In Aplysia
these studies indicate that long-term sensitization (lasting days to weeks) requires gene
products that are not required for short-term sensitization (lasting minutes to hours).
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FIGURE 7. Enduring structural changes at sensory neuron synapses during long-term sensitiza-
tion. (A) Duration of changes in the total number of varicosities per sensory neuron. (B) Duration
of changes in the incidence of sensory neuron active zones. To determine which class of alterations
in the functional architecture of identified sensory neuron synapses might underlie long-term
sensitization, we have compared their duration to the persistence of the memory. By examining
the structure of sensory neuron synapses at different intervals following the completion of train-
ing- 1-2 days, I week, and 3 weeks-we have found that only the duration of changes in the
number of varicosities and their active zones parallels the behavioral time course for the retention
of long-term sensitization. Each bar represents the mean '_ SEM. (From reference 32.)

From a molecular perspective this means that the gene products required for short-term
memory are either preexisting or else turned over slowly whereas the gene products
required for long-term memory must be newly synthesized.

In examining the possible role of these newly synthesized proteins, one is forced to
consider the evidence that associates structural changes in synapses with behavioral
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training. In fact, the ample evidence that long-term memory involves a process of cell
growth provides a rationale for thinking about the types of intracellular changes that
protein synthesis might bring about.4" For example, in Aplysia at least some of the
newly synthesized proteins induced during long-term sensitization training must lead
not only to functional changes but must contribute as well to the structural changes-
growth of new synaptic contacts-that occur in the sensory neurons.

Barzilai, Kennedy, Sweatt, and Kandel4 have begun to determine the specific
gene products that underlie the acquisition of long-term sensitization by studying the
incorporation of 'IS-labeled methionine into proteins in the sensory neurons. They
found that long-term training initiates a large increase in overall protein synthesis. In

CONTROL LONG - TERM SENSITIZATION

o*

oI

.0

FIGURE 8. Cartoon illustrating the family of structural alterations produced by long-term
sensitization. These involve a doubling in the number of sensory neuron varicosities, an increase
in the incidence of their active zones, and an increase in the neuropil arbor of the sensory neurons.
(Modified from reference 30.)

addition, they found that long-term training produced rapid and transient alterations
in gene expression suggesting the possibility of a gene cascade, whereby early proteins
that are activated during learning might be regulators for the expression of late effector
genes.48 The structural changes at sensory neuron synapses are likely to require the
increased expression of a substantial number of such late effector proteins.

Some additional studies on Aplysia into the macromolecular candidates that may
underlie these structural changes have begun to clarify the nature of the cytoplasmic
signals involved in the flow of information from membrane receptors to the genome
during learning."0 Studies by Glanzman, Kandel, and Schacher, who used co-cultured
sensory neurons and the gill motor neuron L7,51 have established that bath application
of serotonin, in accordance with a paradigm that produces long-term facilitation in the
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dish, also produces an increase in the number of sensory neuron varicosities. These
results, combined with the molecular studies by Kandel and his colleagues described
previously, suggest the intriguing notion that modulatory transmitters like serotonin
may also function as growth factors exerting additional control over the gene expression
required for neuronal growth during learning.4 8 In addition to the effects of repeated
or prolonged application of serotonin on sensory neuron varicosities, the work of
Glanzman et al. 5' suggest a role for the postsynaptic neuron in these structural changes;
that is, only sensory neuron branches in contact with L7's main neurite displayed a
varicosity increase. Results from the work of Nazif, Byrne, and Cleary5 2 have indicated
a second mechanistic candidate for the structural changes in sensory neurons seen
during long-term sensitization. They have shown that the intracellular injection of
cAMP into pleural sensory neurons can mimic the increase in varicosity number an,'.
enlarged neuropil arbor that we have described following behavioral sensitization.
These studies further define the family of cytoplasmic signals that are involved in the
structural changes during learning and clearly implicate a role for the cAMP cascade.

The precise relationship between long-term memory and structural plasticity at the
synapse will ultimately depend upon the increased convergence of behavioral, molecu-
lar, and morphological approaches. The striking similarities in the response of both
vertebrate and invertebrate central neurons to behavioral training indicate that learning
produces changes in neuronal architecture across a broad segment of the animal king-
dom and suggest synapse formation as a highly conserved mechanism accompanying
long-term memory.

SUMMARY

The morphological basis of long-term sensitization of the gill-and-siphon with-
drawal reflex in Aplysia was explored by examining the structure of identified sensory
neuron synapses in control and behaviorally modified animals. Following long-term
training, sensitized animals displayed an increase in the number of sensory neuron
synapses compared to control animals. The relative permanence of these structural
changes and their similarity in time course to the behavioral duration of sensitization
suggest a role for synapse number changes during long-term memory.
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INTRODUCTION

6 well established that changes in activity during development can result in
long-term, if not permanent, changes in the physiology and morphology of synaptic
connections. In the vertebrate CNS, dramatic changes in synapses have been reported
to result from altered early experience. These include changes in synaptic morphology
and physiology in specific neural pathways resulting from well-defined changes in
sensory input. For example, stroboscopic illumination or dark rearing results in the
abnormal formation of retinotectal connections in the goldfish,' and monocular depriva-
tion produces abnormal synapses in the cat visual cortex,2 whereas changes in synapses
of the cerebral cortex result from rearing rats in "enriched" environments.

One problem that has been of interest is whether activity plays a role in the
development of the simpler, invertebrate nervous system.' This interest stems from
both the technical advantages of using invertebrates in this area of study and questions
regarding the generality of the role of activity in the development of nervous systems.
The crustacean neuromuscular system offers a group of well-characterized, identified
synapses with diverse properties. The development of a variety of well-defined synaptic
properties can be studied at these relatively accessible synapses. In this paper, I will
disc"',s the differences in the synaptic properties of phasically and tonically active
crustacean neuromuscular synapses, and present evidence for the role of activity in the
development of these synaptic properties. These results will be compared with findings
in other invertebrate nervous systems, as well as the vertebrate nervous system, and
will provide evidence for the generality of the contributions of activity to neural
development, across a variety of species.

DIFFERENCES BETWEEN TONIC AND PHASIC SYNAPSES

Physiology

The system used in these studies includes crustacean phasic and tonic motoneurons
where neuromuscular synaptic properties are matched to motoneuron impulse activity

aThis work was supported hy a grant from the National Science Foundation (BNS-8720135).
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levels. Phasic motoneurons in crustaceans are characterized by low impulse activity
levels and neuromuscular synapses that release large amounts of transmitter during
initial and low-frequency stimulation. These neuromuscular synapses show fatigue
during repetitive stimulation (FIG. I).

Tonic motoneurons are active for prolonged periods, often at high frequencies.
Although they release only small amounts of transmitter during initial activation,
transmitter release generally increases during repetitive activation because of synaptic
facilitation, and is maintained during prolonged high-frequency stimulation (FIG. 1).
Even though phasic terminals release more transmitter during initial or low-frequency
stimulation, in this case low-frequency stimulation is not a good measure of "synaptic
strength," as higher frequency stimulation shows that the tonic terminals have the
capacity to release much more transmitter than phasic terminals.

Vertebrate phasic and tonic motoneurons show similar, though less dramatic,
differences in impulse activity levels' and neuromuscular synaptic properties.' Although
data on the properties of phasically and tonically active central synapses are incomplete,
they appear to show similar properties. For example, the properties of some of the
central synapses in the phasically active circuits underlying defensive reflexes have been
studied. Many of these synapses when repeatedly activated show synaptic depression
resulting in behavioral habituation. 7.

It has been proposed that these differences in initial transmitter release for crusta-
cean phasic and tonic motor terminals are due to differences in terminal excitability.
Dudel et al.' have shown that most of the terminals of the phasically active fast extensor
motoneurons of the spiny lobster are electrically excitable, whereas the terminals of
the tonically active opener excitor are electrically unexcitable.'"' Greater invasion of
the action potential into the terminals will result in a large depolarization and calcium
influx at the synapses. Differences in motor terminal excitabziity may also exist in

FAST CLOSER EXCITOR

20 Hz
NORMAL ACTIVITY: ko VY

I IMPULSE/HR .

SLOW CLOSER EXCITOR

20NAI
NORMAL ACTIVITY:
,000 IMPULSES/N

FIGURE i. Physiology of phasic and tonic synapses. The crayfish claw closer muscle is innervated
by the phasically active Fast Closer Excitor (FCE), and the tonically active Slow Closer Excitol
(SCE).6 In vivo recording has shown that the phasic axon fires approximately I impulse/hr while
the tonic axon fires 6000 impulses/hr. Excitatory postsynaptic potentials were recorded from
muscle fibers on the dorsal surface of the closer muscle during stimulation of the phasic or tonic
axon. The phasic axon (FCE) produces large EPSPs at low frequencies of stimulation (0.1 Hz),
which depress rapidly during high-frequency stimulation (20 Hz). The tonic axon (SCE) produces
small EPSPs ( <0.5 mY) at low stimulation frequencies (I Hz); however, during high-frequency
stimulation facilitation occurs, and no synaptic depression is observed. (Reproduccd with permis-
sion from reference 67.)
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PHASIC TONIC
lO01j i

FIGURE 2. Morphology of phasic and tonic motor terminals in the crayfish claw closer muscle.
Representative camera lucida drawings of tonic and phasic terminal arbors after i-jertion of HRP.
Differences in the shape of the phasic and tonic terminals are apparent, with the tonic terminals
having many more synaptic varicosities. Approximate muscle fiber borders are represented sche-
matically The proximal end of the arbor is indicated by an asterisk. (After reference 42.)

vertebrates,'' but it is not known whether excitability differs in phasic and tonic
systems. Morphological differences that may contribute to differences in initial trans-
mitter release are discussed below.

Morphology

Observations of phasic and tonic motor terminals in the crayfish reveal obvious
differences in shape (FIG. 2). The greater transmitter releasing capability of the tonic
terminals is correlated with a more robust morphology. The tonic terminals are vari-
cose, most terminals having a series of well-differentiated synaptic varicosities and
bottlenecks. In contrast, the phasic motor terminals are generally thinner in diameter
and lack the large synaptic varicosities found in the tonic terminals. The large synaptic
varicosities found along tonic terminals contain large synapses, and a high mitochon-
drial and synaptic vesicle content, as indicated by studies in crayfish,' lobster,
crab,"" + locust," and moth." The larger population of synaptic vesicles and large
mitochondria found in the tonic synaptic varicosities may be responsible for their
ability to release large amounts of transmitter for prolonged periods.

In vertebrates, tonic motor terminals are generally thicker than phasic motor
terminals.2 ' 2 2 Although there is currently no study comparing mitochondria in verte-
brate phasic and tonic motor terminals, greater mitochondrial content in the cell bodies
of tonic motoneurons, compared to phasic, has been demonstrated.2"

Differences in the size and structure of active zones have been reported for phasic
and tonic motor terminals and appear to be related to the differences in initial transmit-
ter release. Active zone area per length of terminal is greater in moth phasic terminals
than in the tonic terminals." In crustacea, greater active zone size has been reported
for terminals that have greater initial transmitter release.2" However, even where differ-
ences in active zone size exist, they may be insufficient to totally account for differences
in transmitter release.'

Differences in the density or number of calcium channels at the active zone may
account for these differences in initial transmitter release.26 Freeze-fracture techniques
reveal large intramembranous particles in the presynaptic membrane at the active zone.
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These particles are thought to be calcium channels based upon their location and the
fact that they are present in appropriate numbers.-" A greater density of these putative
calcium channels has been found at active zones of lizard phasic motor terminals than
at tonic motor terminals.21 In addition, moth phasic terminals have a greater number
of active zone particles than tonic motoneurons." Intramembranous particles havc also
been examined at the active zones of crustacean terminals-" ' but have not been compared
at phasic and tonic synapses.

ROLE OF ACTIVITY IN THE DIFFERENTIATION OF PHASIC

AND TONIC SYNAPTIC TERMINALS

Phsiology

Experiments performed on juvenile crayfish showed that in vivo electrical stimula-
tion of the phasic axon to the crayfish claw, closer muscle at 5 Hi for 2 hr/day for 14
days transformed its neuromuscular synaptic properties so that they became more
similar those of a tonic motoneuron. ' " After conditioning. there was a 441- decrease
in initial excitatory postsynaptic potential (EPSP) amplitude and an 1 I-fold decrease
in synaptic fatigue measured during 30 mitn of 5-Hz stimulation Fit;. 3). These changes
in EPSP amplitude during initial and repetitive stimulation are due to changes in
transmitter release"' " and have been demonstrated in other crustacean phasic moto-
neurons. " This transformation, termed long-term adaptation. " is long-lasting: little
or no decrease in the effect of chronic stimulation was observed when animals %%ere
rested for 2 weeks after 2 weeks of stimulation,"' or I week after 3 days of stimulation.''
A decrease in motoneuron electrical activity produces synaptic changes consistent with
the synaptic changes produced by chronic stimulation. Claw immobilization in juvenile
crayfish decreases the electrical activity of the phasic axon. and induces more phasic-like
synaptic properties: an increase in the initial EPSP amplitude and greater fatiguability
of the neuromuscular synapses."

There is evidence that activity may also be playing a role in the differentiation of
vertebrate phasic and tonic neuromuscular synapses. In the adult, immobilization of a
tonically active vertebrate muscle, which produces a more phasic firing pattern in the
motoneurons supplying the muscle, results in a greater initial release of transmitter
from the neuromuscular synapses and greater synaptic fatigue." Thus, the synaptic
phenotype appears to be transformed to a more phasic type. In addition, recent evidence
suggests that in vivo tonic stimulation of frog motor axons transforms the neuromuscu-
lar synapses to a more tonic type.'

Vertebrate and invertebrate central synapses appear to undergo :;imilar activity-
dependent changes. Increased activation of a cricket auditory sensory pathway during
postembryonic development results in decreased initial responsiveness of the pathwa.
and decreased habituation in the adult." Visual deprivation during locust development
results in increased habituation within a visual pathway. '" In both cases, the changes
in the response properties of the pathway appear to be due to changes in central
synapses. A chronic decrease in impulse activity produces similar effects at mammalian
autonomic and central synapses. A chronic block of impulse activity at synapses in an
autonomic ganglion " or in the spinal cord"' produces an increase in initial EPSP
amplitude. It is not known whether synaptic fatigue increased, because these measure-
ments were not performed.
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Morphology

The role of impulse activity in the morphological differentiation of crayfish phasic
and tonic motor terminals was examined by conditioning the phasic axon in a manner
previously shown to be sufficient to transform the physiology of the synaptic terminals
to a more tonic type. Conditioning of the phasic terminals resulted in a significant
increase in the number of synaptic varicosities seen along the terminals (FIus. 4 & 5).
Tonic ,onditioning resulted in approximately a 3-fold increase in synaptic varicosity
frequency, making the phasic terminals more similar to that of tonic terminals."
Serial-section electron microscopy has shown that these newly formed varicosities
contain enlarged mitochondria and synapses." These changes transform the synaptic
terminal phenotype to one more ,imilar to a tonic motoneuron, and may be responsible
for the observed physiological transformation, particularly the increased fatigue re-
sistance.

The evidencc indicates that the synaptic varicosities form uniformly along preex-
isting terminals.'" Because there is no evidence for a change in terminal length. there

CONTROL FIGURE 3. Representative EPSPs recorded from
cla, closer muscle fibers during stimulation of a con-
trol or conditioned phasic axon [he phasic axon %a!.

condItioned in one claw for two weeks by applying 5
Hz of electrical stimulation for 2 hr/day One day
after the final ,)nditioning period both conditioned
and contralateral control claws were remo%ed and the

L phsiological properties of the synapses were tested
CONDITIONED The initial EPSP was measured during 0.01-Hz sim-

ulation Thefinal EPSP was measured after a 30-min
period of 5-"z stimulation. For the conditioned pha-

sic axon, initial EPSP Is smaller in amplitude and
there is less synaptic fatigue Calibration: 20 resec: 4
mV. (After reference 30

INITIAL EPSP FINAL EPSP

is anl increase in the total number of synaptic varicosities per terminal. This change in
terminal shape represents a dramatic change in the location of neuromuscular synapses.
Varicosities in conditioned phasic terminals contained a concentration of synapses.
whereas in control phasic terminals synapses were evenly distributed along the termi-
nal. " Thus. the morphological changes involve the movement of synaptic membrane,
or the loss and reformation of synapses. Evidence from studies of the hippocampus
indicate that synapses can form within minutes,"" and there is evidence at crustacean
neuromuscular terminals that active zones can form or disappear within minutes."a

Thus far, there are no observed morphological changes that could account for the
decrease in initial transmitter release. Possible changes in the size and structure of the
active zone. however, have not been fully explored Nor have we examined the possibil-
ity that there are biochemical changes, such as phosphorylation of channel or synaptic
proteins underlying the reduction in initial transmitter release.

Studies of the influence of activity upon neuromuscular development in other species
are consistent with our results. Tonic stimulation of a vertebrate fast nerve during
ectopic neuromuscular junction formation results in a partial transformation to a
%low Junction type. suggesting that the development of motor terminal morphology is
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FIGURE 4. Morphological effects of conditioning. Conditioning was performed on the phasic
motoneuron in one of the paired claws, and the nonstimulated claw was used as a control. One
to six da s after the final in vivo stimulation period, claws were remoed. and the terminals were
iijected with HRP In order to examine these differences in synaptic terminal mo-pholog\,
terninals were examined using ,ideo microscopy and contrast enhancement. The morphology of
the (A) control and (B) conditioned phasic synaptic terminals ss as compared h% exsamining distal
terminal branches, that is. those that underwent no further branching. Phasic distal terminal
braiches were typically slender and uniform in diameter and comtained fcv or no ,,,napt,c
%iricositie,. Conditioned phasic distal terminal branches contained ilnerous sr , naptic sarico stle,
compared to the control. (After reference 421

partially dependent upon electrical activity." Recent evidence in Drosophila indicate,,
that the frequency of synaptic varicosities along motor terminals in the !ar a is greater
if impulse activity is increased during development,'

Studies of the vertebrate CNS provide convincing evidence that the neuron's histor,
of impulse activity plays a role in the morphological maturation ,f s. naptic terminals.
A reduction in impulse activity in the cat visual pathway during earl" postnatal
development results in a reduction in the terminal cross-sectional area and mintochon-
dria size at retinogeniculate" and geniculocortical sytaptic terminals. These morpho-
logical changes are accompanied by increased fatigability of responses in the visual
cortex to visual stimuli. " -5 Thus, these terminals appear to be similar to the fatigable
crustacean phasic motor terminals, which normally develop under conditions of los,
impulse activity: they are smaller in cross-sectional area and have a lower mitochondrial
content than their more active tonic counterparts, as discussed previously. However.
the extent to which the mechanisms of these activity-dependent changes are the same
is presently unclear (see below).

MECHANISMS OF ACTIVITY-INDUCED SYNAPTIC CHANGE

Initial Transmitter Relea.ie

Previous studies of the reduction in initial transmitter release produced by the in
vivo stimulation of a crayfish phasic motoneuron have demonstrated these results: 1)
The reduction in initial EPSP amplitude can be induced by an increase in the central
impulse activity of the motoneuron (FRi. 6). Thus. changes in postsynaptic electrical
activity or transmitter release are not necessary to induce this effect. In addition.



iNENICKA: ROLE OF ACTIVITY 203

selecti% e stimulation of the distal axon and its terminals also induces the effect, demon-
strating that impulse activity in any region of the motoneuron is sufficient (FIG. 7). 2)
The effect can be produced by subthreshold synaptic potentials at the central processes
of the motoneuron in the absence of changes in impulse activity." These results suggest
that ionic flux or enzyme activity resulting from depolarization of any region of the
motoneuron is the primary molecular event responsible for triggering this synaptic
change. We have recently reproduced these results in vitro and have found that a
reduction in initial EPSP amplitude can be seen within 5 hr after an application of
depolarizing pulses to the cell body.5 2 Preliminary results also indicate that depolarizing
pulses applied to the axon in the presence of tetrodotoxin also induce this effect. Thus,
Na' influx is probably not essential to induce this effect. Because Ca2 

, channels are
found along crustacean axon. 53

. the role of Ca2" needs to be explored.
These results obtained at crustacean neuromuscular synapses appear consistent with

recent findings in the mammalian CNS and sympathetic ganglia. Chronic reduction in
la sensory afferent impulse activity in the cat results in enhancement of initial EPSP
amplitude at the la-motoneuron synapse." 4 This change is confined to those synapses
on the motoneuron formed by the chronically blocked Ia sensory fibers and therefore
is likely to be the result of changes in presynaptic activity.') Blockage of impulses in a
collateral branch of preganglionic fibers in the sympathetic nervous system results in
increased transmitter release from both blocked and unblocked branches, even though
they synapse on different neurons." These results can be explained if the synapses are
responding to the overall change in impulse activity of the presynaptic neuron as shown
in crayfish motoneurons.

At the mammalian neuromuscular junction, blocking the motor nerve with tetrodo-
toxin produces both sprouting5 S and increased initial transmitter release." Although

m

A 0.5

FIGURE 5. Electron micrograph from (A) a bot-
tleneck and (B) a varicosity in a conditioned phasic
terminal. As shown, the activity-induced forma-
tion of terminal varicosities was accompanied by
the formation of synapses (bracketed by arrows),
and the presence of large mitochondria (m). The
many mitochondria profiles shown in the varicos-
ity are all branches of the same mitochondrion
as revealed by serial-section electron microscopy.
(After reference 14.)
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FIGURE 6. The effect of central stimulation of the phasic axon for three days on EPSPs recorded
from closer muscle fibers. Impulse activity was increased exclusively in the central region of the
motoneuron in one of the paired claws by electrical stimulation proximal to a reversible tetrodo-
toxin nerve block. Stimulation was applied in vivo for 2 hr/day for three consecutive days. One
day after the third in vivo stimulation period, both conditioned and contralateral control claws
were removed, and EPSPs were recorded from identified muscle fibers on the dorsal surface of
the closer muscle during stimulation of the phasic axon. The data points represent the mean
values from seven conditioned (#) and seven contralateral control claws (0). The mean amplitude
of the initial 10 EPSPs was sienificantly less in the conditioned claws (10.8 ± 1.7) than in the
control claws (18.8 ± 2.0; p < .01). There was a trend toward less synaptic fatigue during
repetitive stii,.,jlation; however, there was not a significant difference in the final EPSP amplitude.
Thus, it appears that the conditioning produces a greater effect on initial transmitter release than
on fatigability. It is unclear as to whether this is due to the short length of conditioning (three
days), or the type of conditioning (central stimulation). Inset: representative EPSPs from the first
impulse (initial) and after 30 min of stimulation at 5 Hz (final). Calibration: 10 msec; 20 mV.
(Reproduced with permission from reference 68.)

the sprouting appears to be regulated by muscle activity, 7 the disuse-induced increase
in transmitter release is not necessarily accompanied by terminal sprouting."8

Protein synthesis is necessary for this activity-dependent regulation of initial trans-
mitter release. Removal of the motoneuron cell body3" or the application of inhibitors
of protein synthesis 7 blocks the stimulation-induced reduction seen at crayfish neuro-
muscular synapses. At la synapses in the spinal cord, the disuse-induced enhancement
of initial EPSP amplitude is blocked by inhibitors of protein synthesis. 9 Activity may
regulate the synthesis of macromolecules that are responsible for the effect, or the

requisite macromolecules may be constitutively synthesized, but directly regulated by
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activity in some manner. The latter possibility is suggested by the fact that inhibition
of protein synthesis before stimulation blocks the effect, whereas the inhibition of
protein synthesis during or after does not.57

Changes in Fatigability and the Formation of Synaptic Varicosities

The changes in initial transmitter release and fatigability appear to operate by
different mechanisms because they can be temporally dissociated. It appears that the
change in fatigability requires a longer period to develop than the changes in initial
transmitter release. This has been recently demonstrated in vitro where a decrease in
initial EPSP amplitude is seen 5 hr after stimulation,12 without a change in fatigability
(also see FIG. 6).

The activity-induced increase in fatigue resistance also appears to be dependent
upon protein synthesis, because removing the cell body33 or inhibiting protein synthe-
sis 7 blocks the effect seen at crayfish neuromuscular synapses. The dependence upon
protein synthesis is not surprising-the activity-induced increase in fatigue resistance
is assumed to require the formation of varicosities and the growth of mitochondria.

One possible mechanism for the formation of synaptic varicosities is that they result
from the activity-dependent movement of large mitochondria into the terminals. There
is evidence that axonal" and dendritic" swellings can be produced by intracellular
organelles. Indeed, the size of the mitochondria after conditioning would prohibit them
from occupying the preexisting terminal in the absence of varicosities. According to
this model, the formation of swellings would cause both synaptic and nonsynaptic
membrane to move into the varicosities. This is supported by the finding that the ratio
of synaptic membrane to total membrane is the same in varicosities and bottlenecks. 4

The greater synaptic membrane in varicosities is simply due to the greater amount of
total membrane.

Mitochondrial mass has been shown to increase in a number of cell types because
of increased energy demands,62 and the increase in mitochondrial mass seen in the tonic
terminals is presumably due to increased transport of mitochondria to the terminals. In
both crustacean sensory neurons" and mammalian motoneurons, 23 there are more
mitochondria in the cell bodies of tonically active than phasically active ones. Using
differential interference contrast optics of fixed tissue, we have observed a greater
number of mitochondria in the tonic motor axon to the claw closer muscle than in the
phasic motor axon. However, the rates of mitochondrial transport in phasic and tonic
axons or the possible effects of activity have not yet been explored.

Another important question is whether the increase in fatigue resistance requires
synaptic activity for its induction. Both subthreshold stimulation and a central increase
in impulse activity produced only a slight increase in fatigue resistance (see FIG. 6).
The results at present are ambiguous, and more experiments are necessary.

Our findings at crayfish motor terminals generally support the hypothesis that the
morphological changes are due to changes in the activity of the altered neuron and are
not influenced by activity in, or competition from, other neurons. We also feel that
postsynaptic activity is probably not essential for these changes, although this has not
been directly tested. It is well established that the activity-dependent development of
synaptic terminals in the visual cortex is influenced by competition and postsynaptic
activity. 2 There have been few tests, however, of whether the synaptic terminal develop-
ment is influenced by the neuron's own electrical activity. In one case, the normal
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growth and maturation of retinal terminals in the cat lateral geniculate were influenced
directly by electrical activity.48 It may be that the development of "normal" synaptic
terminal morphology requires a basal level of electrical activity.

ADAPTATION OF SYNAPTIC PROPERTIES TO ACTIVITY
LEVELS DURING DEVELOPMENT

What is the Adaptive Role of These Synaptic Changes?

The previously described matching of synaptic properties and impulse activity levels
appears to be adaptive. Obviously, synapses that are normally active for prolonged
periods require fatigue resistance, whereas synapses activated only briefly do not. In
addition, synaptic fatigue may serve an adaptive function at phasic synapses because,
as discussed previously, it has been shown to underlie behavioral habituation.

The activity-dependent changes in initial transmitter release also appear to serve
an adaptive, although less obvious, function. The activity-induced reduction in initial
transmitter release for the phasic terminals appears inconsistent with the increase in
transmitter release normally seen after brief bursts of activity at a variety of synapses. 6'
The phasic synapses studied here, however, do show long-term facilitation immediately
after a single conditioning trial. The long-term adaptation of initial transmitter release
is only seen after several conditioning trials or several days after a single conditioning
trial (FIG. 7). Thus, the changes reported here represent longer-lasting synaptic changes
resulting from altered activity.

Phasically active neural circuits often mediate defensive or aggressive behaviors.
Thus, in spite of their low activity, they are important pathways, and it is essential
that their synapses transmit reliably during their brief activation. A large release of
transmitter during initial activation is appropriate for these synapses. Although the
phasic synapses function mainly as a relay with a single action potential producing a
maximal postsynaptic response, the tonic synapses must transmit the information
encoded in the broad range of firing frequencies at which they normally operate. The
low initial transmitter release at tonic synapses allows the frequency-dependent grading
of postsynaptic depolarization through synaptic facilitation and temporal summation.

Does Activity Play a Role in Normal Development?

Electrical activity appears to play a role in the normal differentiation of the neuro-
muscular synapses because the phasic synapses gradually acquire their adult phenotype
during postnatal development, the period in which they are most sensitive to experimen-
tal alternations in activity.3" Additional evidence that the level of activity during
development plays a role in the differentiation of these motor terminals is provided by
studies in which animals were examined during different seasons. Young animals
collected during the summer have more synaptic varicosities and greater fatigue resist-
ance than those collected during the winter.6" This is presumably due to the summer
animals developing during a period of higher activity compared to winter animals.
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The question remains as to the extent to which the differentiation of phasic and
tonic synaptic terminals is regulated by activity. Evidence presented here demonstrates
that the development of synaptic varicosities is dependent on activity levels. However,
the incomplete morphological and physiological transformation of terminal type by
imposed activity suggests that the cell may be partially predetermined to develop phasic
or tonic properties. At this point, we cannot assess the relative contributions of nature
and nurture; however, one might expect a greater effect of activity if the imposed
activity levels were increased further, or animals were stimulated earlier in develop-
ment. Indeed, the physiological changes appear to be age dependent: old animals show
less physiological change after conditioning than young animals."'
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Morphological Changes in the
Geniculocortical Pathway Associated

with Monocular Deprivationa
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BACKGROUND

As Hubel and Wiesel demonstrated in their Nobel Prize-winning research,' a
kitten that is reared with the lids of one eye fused will appear blind when the eye is
later opened and the animal is tested behaviorally for vision through that eye. Although
there is some recovery with exposure, that recovery is limited; the animal's perceptual
capabilities remain inferior when using the deprived eye. For example, it will have
severe difficulty learning visual discriminations with that eye.' Hubel and Wiesel first
showed that this behavioral change is accompanied by morphological and physiological
changes.',' I he effects of monocular deprivation have since been investigated in detail
by both myself and others, and will be described below, after a brief review of the
central visual pathways of the cat.'-

The two eyes view overlapping regions of the visual world (FIG. 1). The area of
overlap is called the binocular segment of the visual field. It is surrounded on either
side by the monocular segments of the visual field, which can be seen by only one eye.
The visual image is inverted by the eye so that the left half of each retina sees the right
visual field, and vice versa. Fibers from the nasal hemiretina of each eye cross in the
optic chiasm to innervate layer A of the contralateral lateral geniculate nucleus (LGN).
whereas those from the temporal hemiretina remain uncrossed and innervate layer A I
of the ipsilateral LGN.' Thus, the left LGN views the right half of the visual world
through both eyes, and the right LGN views the left half of the visual world. The
retinal projections to the LGN are topographic, and although the inputs from the two
eyes remain segregated, the topographic maps are in register.1' The inputs from the
two eyes are combined into a single topographic map in area 17 " and a second
topographic map in area 18.11.14 Cells from corresponding regions of geniculate layers
A and A l project to overlapping ocular dominance patches in layer IV of areas 17 and
18.15,6 Thus, visual cortex is the first place where the inputs from the two eyes are
combined, and most cortical cells can be driven by stimulation of either eye, although
they tend to be dominated by one eye or the other." Cells in the monocular segments
of visual cortex, of course, can be driven by stimulation of only the contralateral eye.

Monocular deprivation causes a shift in the distribution of ocular dominance such
that most cells can be driven by only the experienced eye. Whereas in the cortex of
normal cats, each eye has access to roughly 90% of the cells," in monocularly deprived
(MD) cats, the deprived eye can drive fewer than 10% of the cells." at least a 10-fold

aThis work was supported by grants from the National Institutes of Health (EY 02609) and
the National Science Foundation (BNS 8217479 and BNS 8811039).

212



.101'40C .L "0

L F

A I

. . . . . . . . .- Z --. , --

FIGURE 1. Diagram of the pathway from retina to visual cortex in the cat. The pathway for the
left eye is shaded. The two eyes are converged on a fixation point F in the visual field, the image
of which falls at F' on each retina. The image of the visual field is inverted by the lens of each
eye onto the retina such that a point M in the lateral, monocular visual field maps onto the medial,
nasal retina of one eye (at M'.). and a point B in the central. binocular field maps onto more
central retina in both eyes (at B', and B'R). The information is then relayed to the LGN, wher"
it forms a topographic map of the contralateral visual field, so that points in the left visual field
are mapped onto the right LGN, and vice versa. Information from F' is relayed to both LGNs.
(For simplicity, the projection lines for F' and F" have been omitted.) The inputs from the two
eyes project to separate layers of the LGN. Layer A receives input from the nasal retina of the
contralateral eye; layer Al receives input from the temporal retina of the ipsilateral retina. From
medial to lateral in the LGN corresponds to points in visual space from the midline (F". at 0") to
90" lateral in the contralateral hemifield. Thus, the monocular part of the visual field is represented
at the lateral edge of layer A (at M"). Axons from corresponding points in the different layers of
the LGN (B"L and B%) then converge onto the same regions of both area 17 and area 18
(B'L, 11), so that each hemisphere contains two binocular representations of the contralateral visual
field, one in area 17 and one in area 18. The map in area 18 is more or less the reverse of the one
in area 17. The two maps are joined at the representation of the midline (F'LR), which is found
at the 17/18 border. From dorsal to ventral in area 17 corresponds to points in visual space from
medial to lateral, with the monocular segment represented in the splenial sulcus (at M' . From
medial to lateral in area 18 corresponds to points in visual space from medial to lateral, but there
is probably no representation of the monocular segment in area 18.1 ' The projection from one
layer of the LGN (representing one eye) onto areas 17 and 18 is not continuous (except in the
monocular segment). but ends in ocular dominance patches that partially overlap those from the
adjacent layer of the LGN (representing the other eye). Although most cortical cells are binocular.
those lying in a column extending above and below an ocular dominance patch for one eye (ocular
dominance column) are dominated by that same eye. The dotted line at the bottom of the figure
illustrates the approximate plane of section for FIGuRE 2.
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reduction in efficacy. In contrast, the effects of binocular deprivation are much less
devastating; this led Wiesel and Hubel to postulate that the geniculocortical afferents
representing the two eyes compete for cortical synaptic space during development.17
The fact that, in MD cats, many cells in LGN but not cortex can be driven by the
deprived eye' suggests that this competition disrupts the geniculocortical connections
for the deprived pathway.

Although the gross morphology of the visual cortex of MD cats appears normal,
there are striking changes in the LGN: the cell bodies of neurons in the deprived layers
are shrunken in comparison to those of the experienced layer.' This shrinkage, however,
is restricted to the binocular segment, and is not observed in the equally deprived
monocular segment. 8 This suggests that the shrinkage is not due to the deprivation
per se, but is a secondary effect of the competition between the afferents from the two
eyes for access to cortical cells. Cells in the monocular segment would not shrink
because there are no afferents from the other eye with which to compete. This suggestion
has been confirmed in later experiments in which the prevention of competition or its
consequences locally in small regions of the binocular segment of the geniculocortical
pathway also prevented cell shrinkage in those same regions. Guillery" created an
artificial monocular segment within the central visual field by making a small lesion in
the retina of the open eye, resulting in the degeneration of the cells in the LGN to
which this region of the retina had originally projected. Cells in the corresponding
region of the deprived layer, having no cells with which to compete, did not shrink.
More recently. Bear and Colman2" prevented the shift in ocular dominance usually
produced by monocular deprivation (and thus, presumably also prevented any loss of
synaptic space by deprived geniculate neurons) by locally applying 2-amino-5-
phosphonovalerate, an N-methyl-D-aspartate blocker, to visual cortex and showed that
cells in the deprived geniculate layer projecting to this area of cortex (as demonstrated
by the retrograde transport of horseradish peroxidase) again did not shrink. Thus it
appears that the shrinkage of cells in the deprived geniculate layers of MD cats is due
to their losing much of their synaptic input to visual cortex: preventing this loss prevents
the shrinkage.

Thorpe and Blakemore2' provided the first anatomical evidence for a loss of connec-
tions from the deprived pathway to visual cc. .s Lasedj Uli a LetCedsed retrograde
transport of horseradish peroxidase. However, because the uptake and retrograde
transport of horseradish peroxidase is also affected by neural activity,2 and because
the deprived pathway is less active, this evidence was not conclusive. More convincing
were the data of Shatz and Stryker,23 who used transneuronal transport to label ocular
dominance patches in MD cats. They showed that the patches for the deprived eye were
shrunken and that those for the experienced eye were larger than normal. However, the
shrinkage they observed (ocular dominance patches for the deprived eye occupied
about 32% of layer IV

23 24) is not sufficient to account for the dramatic shift in ocular
dominance. This paper describes other changes in the geniculocortical pathways of
MD cats that help to explain the dramatic physiological effects. These include changes
in the cortical ocular activation columns, the geniculocortical synapses, and the amount
of a possible geniculocortical transmitter.

OCULAR ACTIVATION COLUMNS

Nina Tumosa. David Tieman, and I studied ocular activation columns (regions of
visual cortex activated by one eye) both in MD cats and in cats raised with equal and
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unequal alternating monocular exposure (AME).2 5 Cats reared with equal AME receive
equal, patterned exposure to the two eyes, but never simultaneously. 2' Cats reared
with unequal AME receive alternating exposure to the two eyes, but one eye is systemat-
ically given more exposure than the other." The advantage of this preparation is that
one can manipulate the relative exposure of the two eyes without the confounding
effects of pattern deprivation. We have typically studied AME 8/1 cats, in which one
eye receives eight times as much stimulation as the other. We had previously shown
that unequal AME has effects similar to those of monocular deprivation, but less severe.
These effects included shifts in ocular dominance, shrinkage of cells in deprived layers
of the LGN, and shrinkage of ocular dominance patches in visual cortex.'

To study the ocula, activation columns, we silenced one eye, either by removing
it or by injecting tetrodotoxin into the posterior chamber, and later administered
[' 4 C]2-deoxyglucose through an intravenous catheter when the cats were active and
alert. FIGURE 2 shows the pattern of ocular activation in an equal AME cat ipsilateral
(top) and contralateral (bottom) to the stimulated eye. In the binocular segment, the
pattern of activation is columnar, and is somewhat clearer ipsilateral than contralateral
to the stimulated eye. In the monocular segment, the labeling is more uniform, and is
much lighter ipsilateral to the stimulated eye. This pattern is similar to that seen in a
normally reared cat, but is sharper and more clearly columnar. 2'

FIGURE 3 shows the pattern of ocular activation for (from top to bottom) the
deprived eye of an MD cat, the I-hr eye of an AME 8/1 cat, one eye of an equal AME
cat, the 8-hr eye of an AME 8/1 cat, and the experienced eye of an MD cat. Note that
the size of the columns increases with the relative competitive advantage that the eye
received during rearing (that is, from top to bottom). The columns of the deprived eye
are small, faint, difficult to see, and often fail to extend beyond layer IV, observations
that are consistent with earlier reports.2Qlc They are somewhat clearer in area 18 than
they are in area 17. The columns for the I-hr eye are also small, but they are not as faint
as those for the deprived eye, and they extend throughout the layers. This difference in
the extent of the ocular activation columns into extragranular layers is consistent with
earlier physiological reports that, in MD cats' but not unequal AME cats, cells
activated by the less-experienced eye are particularly difficult to record outside of layer
IV.

The columns in the equal AME cat are somewhat larger than those for the I-hr
eye, with the labeled and the unlabeled columns being more nearly equal in size. Those
for the 8-hr eye of an AME 8/1 cat are larger still. Largest of all are those for the
experienced eye of an MD cat. These seem to have fused into much larger columns.
which are visible mainly because of the occasional gaps in label (arrows), which
probably represent the columns for the deprived eye. In fact, this was our most colum-
nar example of the pattern of activation by the experienced eye. In our other two cats.
the experienced eye seemed to have taken over virtually all of the visual cortex, and the
pattern resembled that seen in animals with both eyes open during the administration of
the 2-deoxyglucose, except that the monocular segment ipsilateral to the stimulated
eye was not labeled.

We used image analysis to quantify the sizes of the ocular activation columns. We
first smoothed the autoradiograms, and then set a threshold halfway between the peak
and trough densities. The image processor then determined the percentage of visual
cortex that was darker than threshold. Note that this measure takes into account the
size of the ocular activation columns both in layer IV and in other layers. This percent-
age varied significantly with the competitive advantage of the stimulated eye.25 When
we correlated our anatomical measures of ocular activation with previously published
physiological measures of ocular dominance from similarly reared cats,-" we obtained
a nearly perfect correlation of .98 (FIG. 4).
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FIGIL RE 2. Autoradiograms of horizontal sections through visual cortex ipsilateral (above) and
contralateral (below) to the stimulated eye in an equal AME cat. The approximate plane of section
i, indicated b% the dotted horizontal line in Fi(,t Ri 1. The sections are oriented as if vieving
from above an animal that is facing left. Thus, anterior is to the left, and the scale bar is near the
animal's midline The ipsdlateral, unstimulated monocular segment (MS) was much lighter than
the contralateral. stimulated monocular segment. Further. in this particular cat. there was a
difference in the size of the ocular activation columns in the two hemispheres: the contralateral
columns were larger than the ipsilateral columns. This was not a consistent finding. Scale bar: 2 0
mm Reprinted with permission from Tumosa et aC

FIGURE 3. Representative autoradiograms showing ocular activation column, ipilateral to the
stimulated eye in cats reared with equal or unequal exposure to the two eyes. Again all sections
are horizontal, with anterior to the left. In each case, medial is up, and lateral is down. (A) The
deprikc .'d ",c ofait MD cat actisated the smallest columns,. These were widest in laver IV, in other
la.sers they %%ere narrower. sometimes disappearing altogether. The arrowheads point to two
columns in area 17 the columns in area IS were darker and easier to see. (B) The columns of the
I -hr ee of an AME 8/1 cat were smaller than the intervening unlabeled columns . and were of
nearlsN uniform width throughout all the layers. (C) In an equal AME cat. the labeled columns
..ere about the same size as the unlabeled columns. (D) The columns of the 8-hr eye of an AME
s, ! cat were vkidor than the intervening unlabeled columns. (E) The experienced eye of the MD
cats activated the largest columns. The arrows point to gaps ii the label, probably representing
columns of the deprived eye. This section was chosen to illustrate columnar activity. but the
esperienced eye appeared to activate nearly all of both areas 17 and 18. and the columns were
often difficult to see Scale bars: 2.0 mm Reprinted with permission from Tumosa et aU-
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FIGURE 4. The percentage of cortex activated by > 0
the stimulated eye, as determined from 2-deoxyglucose 15
studies, 2 is plotted against the percentage of cortical < 60
cells dominated by that eye, as recorded from other
cats reared under similar conditions.-'I The correla- 4

tion between the anatomical results and the physiologi- -

cal results is high (r = .98, p < .0 1). The best-fitting w
line is Y = I.IX - 7.5. Modified with permission a 20
from Tumosa et at.25
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PERCENT CELLS DOMINATED

As mentioned earlier, the columns for the deprived eye were not only small, but
faint. This can be seen in FIGURE 5. On the upper left is an autoradiogram of a section
through the binocular and monocular segments of area 17 in an MD cat whose deprived
eye was stimulated during administration of the 2-deoxyglucose. Just below it is an
image of the same section in which everything darker than a certain threshold has been
set to black and everything lighter has been set to white. Note that we were able to
choose a threshold that was darker than the columns in the binocular segment but
lighter than the label in the monocular segment. In contrast, it was not possible to set
such a threshold for the equal AME cats (upper right). A threshold that starts to lose
the label in the columns also starts to lose the label in the monocular segment. Thus,
for the deprived eye of MD cats, but not for either eye of equal AME cats, the label
in the columns was lighter than the label in the monocular segment. As can be seen
from the lower parts of the figure, again for the deprived eye of the MD cats, the label
in the binocular segment of area 17 was also lighter than that in area 18.

We were able to quantify the density of label with our image analyzer. Because
density varies with many variables, such as the state of the animal or length of film
exposure, we normalized our data by taking ratios of the label in the activation columns
of area 17 first, to the label in the stimulated layers of the LGN (FIG. 6A), and second,
to the label in the monocular segment of area 17 (FIG. 6B). Note the similarity of
results. It is clear that the deprived eye is very poor at activating cortex, even within
its restricted activation columns. In contrast, the deprived eye is much better at activat-
ing the monocular segment, suggesting that the poor activation within the binocular
segment is largely or entirely an effect of the binocular competition rather than of the
deprivation. The faintness of the deprived eye columns was noted in an earlier study,3"
but was neither quantified nor compared to the label in LGN or the monocular segment
of area 17.

It is clear from our data that the columns for the experienced eye of an MD cat
are also not as dense as those for either eye of the equal AME cat. We feel that this
decreased density reflects some kind of intrinsic limit on the cell's ability to sustain
synaptic output. The arbor is spread over an area that is too large for it to cover at
normal density; to make up for the greater area, it covers the area less densely (arbor
conservation principle of DeVor and Schneider 2 ). Note that this principle is not
necessarily absolute: a neuron may well be able to increase its synaptic output above
normal, as suggested by sprouting studies in spinal cord3 and dentate gyrus' 4" as well
as by the work of Bailey and Chen 6 '' in Aplysia, but there will be some limit beyond
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which the neuron cannot go. This is illustrated in FIGURE 7, which shows schematic
geniculocortical arbors for afferents representing either eye of an equal AME cat and
an MD cat. Note that for the MD cat, the arbors representing each eye are less dense
than those in the equal AME cat. In each case, the density of arbor depicted here
correlates with the density of ocular activation columns that we observed with 2-deox-
yglucost. Although this is the only evidence that the arbor for the experienced eye may
be less dense than normal, additional evidence that the arbor for the deprived eye is
less dense than that for the experienced eye is discussed below.

C a.

G H -

FIGURE 5. Autoradiograms of visual cortex in three monocularly stimulated cats, Again, all
sections are horizontal, with anterior to the left and medial up. Each autoradiogram is presented
twice: as a continuous tone print and with a threshold applied such that all pixels above threshold
are shown as white and all pixels below threshold are shown as black. (A & C) Autoradiogram
showing that the deprived eye columns in the binocular segment of cortex (arrowheads) were not
as heavily labeled as the monocular segment of an MD cat. The threshold in C, while retaining
all the label in the monocular segment, retains only artifact (air bubbles) in the binocular segment.
(B & D) Autoradiogram from an equal AME cat showing that, in this animal, the ocular activation
columns and the monocular segment were equally well labeled. The threshold in D causes a loss
of label in the monocular segment and in the columns simultaneously. Note that the columns in
area 18 (triangles) are disappearing at about the same rate. (E & G) Another autoradiogram from
the same MD cat as in A and C showing that deprived eye columns were more heavily labeled in
area 18 than in area 17. The threshold in G retains all of the columns in area 18, but very little
of the label in area 17. (F & H) Autoradiogram and threshold from another MD cat showing that
whereas the deprived eye columns in area 17 (arrowheads) were less heavily labeled than the
monocular segment (MS), those in area 18 (triangles) were labeled as heavily as the monocular
segment. Anterior to the left. Scale bar: 2.0 mm. Reprinted with permission from Tumosa et aL21
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FIGURE 6. Binocular competition affects the density of ocular activation columns. (A) The
density of label in the binocular segment of area 17 compared to the density of label in the
stimulated layers in the LGN is shown for each experimental group. (B) The density of label in
the binocular segment compared to the density of label of the monocular segment of area 17
contralateral to the stimulated eye is shown for each experimental group. In both A and B, each
bar represents averaged data from three cats. Each error bar shows t SEM. The asterisks indicate
those groups that were significantly different from the equal group (8-hr eye of the AME 8/8 cat),
and the triangles indicate those groups that were significantly different from the deprived eye
(DE) group (pairwise t tests, df = 4, all p < .05). IHE: I-hr eye of AME 8/1; 8HE: 8-hr eye of
AME 8/1: EE: experienced eye of MD cat. Reprinted with permission from Tumosa et al.2"

SYNAPTIC NUMBER AND MORPHOLOGY

In order to study possible changes in synaptic structure following monocular depri-
vation, I used electron microscopic autoradiography to examine labeled profiles in the
visual cortex of MD cats following injections of [3H]lysine into single layers of the
LGN. -" By injecting [3H]lysine into layer A of both hemispheres, I was able to label

FIGURE 7. Schematic drawings of the
geniculocortical arbors representing ei-
ther eye of an MD cat (above) and an
equal AME cat (below). In the equal
AME cat, the arbors for the right eye
(RE) and left eye (LE) are of equal den-
sity and size. In the MD cat, the arbor
for the experienced eye (EE) is much
larger than normal, and also less dense, DJE E
because it cannot cover such a large area
as well as it could cover its normal terri-
tory. The arbor for the deprived eye
(DE) is much smaller than normal and
is also less dense than the arbor for the
experienced eye as well as those in the
equal AME cat. This decreased density
is clearly a result of the competition,
because it does not occur in the monocu-
lar segment. Rl.E IE
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deprived afferents on one side and experienced afferents on the other, and thus to
compare deprived and experienced afferents within a single animal simply by comparing
labeled terminals in the left and right visual cortices.

Geniculocortical terminals could be labeled by injections into either the deprived
or experienced layers of the I GN. In both cases, the terminals typically contained
round synaptic vesicles and one or more mitochondrial profiles, and synapsed onto
spines. Further, there were no striking morphological differences; that is, the deprived
terminals were not obviously "sick" in some way. Quantitative comparisons, however,
demonstrated that the geniculocortical terminals of the deprived pathway differed from
those of the experienced pathway in several ways. These are summarized in
FIGURE 8.

Experienced Deprived

I

FIGURE 8. Schematic drawing of the changes in the synaptic connections from LGN to visual
cortex produced by monocular deprivation. Deprived geniculocortical afferents branch less fre-
quently and form fewer and smaller synaptic terminals, which contain fewer (or smaller) mito-
chondria, synapse onto smaller spines, and make more presynaptically convex and fewer perfora-
ted synapses than do experienced afferents. Reprinted with permission from Tieman.'9

First, the terminals of deprived afferents were smaller than those of experienced
afferents. This difference was consistent across animals; on average, the profiles of
deprived terminals had 25% less area than did those of the experienced terminals. This
may represent a stunted growtl, of the deprived terminals, because immature terminals
are smaller than mature ones," 4' and seem to require activity for their normal growth.42

Alternatively, because all cats studied were long-term deprived, the terminals may have
been fully developed at one time and then atrophied. Larger terminals are presumably
more effective than smaller ones; increased size is associated not only with maturation
but also with kindling in rat cortical synapses,43 with greater transmitter release at the
frog neuromuscular junction,44 and with decreased fatigability in the crayfish neuromus-
cular junction.

4 "

Second, the deprived terminals contained 33% fewer mitochondrial profiles. This
may simply be a function of their smaller size, since smaller terminals contained fewer
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mitochondrial profiles. This may reflect a reduction in mitochondrial number or a
reduction in size and branching of mitochondria, as described by Lnenicka et al.45

Certainly, however, it reflects a decrease in total mitochondrial volume, suggesting a
decreased metabolic demand, and a decreased resistance to fatigue, 45 which is consistent
with the report that cortical responses to stimulation of the deprived eye fatigue
easily. 11.4' The decreased mitochondrial volume may be related to earlier reports of
decreased activity of the mitochondrial enzyme cytochrome oxidase within the ocular
dominance columns of the deprived eye of MD cats. 4

1 It is also likely, however, that
individual mitochondria have decreased enzyme activity. 49 Further, because monocular
deprivation also affects cytochrome oxidase levels in layers other than IV and VI,4 the
decreased mitochondrial content of geniculocortical terminals cannot be the entire
explanation.

Third, although there was no difference in the length of the synaptic contact, there
were differences in its shape. Experienced synapses were more likely to be presynapti-
cally concave (FIG. 8). Petit"5'. has called presynaptically concave synapses "frowning"
and presynaptically convex synapses "smiling" because he illustrates them with the
terminal above rather than below (imagine the synaptic vesicles as forming eyes and
nose). He and others have shown that mature cortical1 2 and spinal 3 synapses are
more likely than immature ones to be frowning. Similarly, rearing in an enriched
envionment results in a preponderance of frowning synapses in rat cerebral cortex, 4

as does kindling41 and preventing the spontaneous electrical activity of developing
cortical neurons in culture leads to an increase in smiling synapses, 5- as does deafferen-
tation." Thus, in spinal cord and cortex, frowning synapses are associated with matura-
tion, training, and a history of activity. In contrast, potentiation in hippocampus is
usually associated with smiling synapses.5 7- This was first shown by Desmond and
Levy, 5? 7.

1 who actually measured the curvature of the membrane apposition, rather
than of the synaptic specialization itself. From the illustrations, it appears that in their
studies the two variables are likely to be highly correlated. Further, Petit et al." did
measure the synaptic specialization, and found an increase in smiling synapses following
repetitive stimulation due to systemic kainic acid. In contrast, Chang and Greenough'
measured both variables; they found no change in the curvature of the specialization,
and fewer smiling membrane appositions.

Thus, although there is some disagreement, in cortex frowning synapses are associ-
ated with conditions where one would expect more efficacious synapses, whereas in
hippocampus the opposite is true. The reason for this apparent discrepancy is not
clear. It seems unlikely that neocortex and hippocampus would use totally disparate
mechanisms. Markus and Petit5 have suggested that the different curvature responses
may be due to different types of neurotransmitter or receptor. However, although
the endogenous neurotransmitters have not been definitively established, glutamate
receptors are known to be involved at both the potentiated hippocampal synapses" .2

and the geniculocortical synapse,",' suggesting that receptor type does not determine
direction of curvature. One possible explanation may lie in the difference in timing: the
hippocampal studies were done within hours of rather short-term stimulation, whereas
the neocortical studies involve maturation, prolonged stimulation, or (in the case of
the kindling study"5 ) a 2-week poststimulation survival. Thus, enhancement in the short
run may lead to smiling synapses and in the long run to frowning ones. A possible
exception to this is the work of Pysh and Wiley, 5 who stimulated superior cervical
ganglion during fixation (that is, poststimulation survival was 0) and examined the
curvature of the membrane apposition. They found frowning synapses that they inter-
preted to reflect synaptic vesicle membrane that was fused with the presynaptic terminal
membrane but that was not yet recycled. However, because these depleted synapses
were less effective, not more, these data do not contradict the hypothesis that short-term
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enhancement is correlated with smiling synapses. A second possible exception is a
kindling study in hippocampus in which the postseizure survival was 5 days." The
autnors do not eport a +, nge in t propmrtion of smiling or frowning synapses, but
do report that the enlargement of spine heads and stems normally associated with
potentiation (see below) was seen only for the smiling synapses. To determine whether
timing or synaptic type determines the curvature/efficacy correlation we need short-
and long-survival kindling studies in hippocampus and cortex or a maturational study
in hippocampus to determine whether hippocampal synapses change their curvature
as they mature, and if so, in which direction.

The significance of change in curvature is also not clear, although it has been
suggested that smiling synapses may be associated with more receptors or protein
kinase"-57 5".1 or larger postsynaptic spines 7.67 (see below), each of which could cause
the synapse to be more effective. On the other hand, frowning synapses would be
associated with larger presynaptic terminals" or might, by fanning out the presynaptic
dense projections, facilitate access of the synaptic vesicles to fusion sites in the presynap-
tic membrane, and thereby enhance transmitter release. Additional discussion of this
issue may be found in Jones" and Markus and Petit."'

Fourth, deprived synapses were less likely to have a gap in the postsynaptic density.
Gaps in the postsynaptic density ("perforated" synapses) are associated with matura-
tion, 1 '

47 rearing in an enriched environment" (although dark-rearing had no effect"'),
kindling in hippocampus,7' 72 and training.7" The proportion of perforated synapses
decreases in aged rats, and it has been suggested that this decrease may underlie the
memory deficit seen in aged rats.74 Again, the significance of the gap is not clear.
Greenough et aL originally examined this variable because they were intrigued by the
suggestion of Peters and Kaiserman-Abramof' 5 that the edge of the postsynaptic den-
sity might be the active site of the synapse, and thus, that gaps in the density might
effectively strengthen the synapse. Thus. perforated synapses may represent a more
efficacious type of synapse, either because the edge is the active site, as suggested by
Peters and Kaiserman-Abramof,7s or because it contains more attachment sites or
calcium channels,7" or perhaps the gap facilitates electrolyte or molecular movement
across the membrane"' or permits some specialized form of transmitter release. Alter-
natively, perforated synapses may reflect a stage in the proliferation of synapses by
division, -

1
.
,
" in their enlargement by accretion," in synaptic renewal, " or in synaptic

relocation (perhaps to a more efficacious site)." Whatever their significance in terms
of synaptic mechanisms, however, their presence is clearly associated with conditions
in which one would expect to find more efficacious synapses.

Fifth, deprived afferents synapsed onto smaller spines than did experienced affer-
ents; the profiles of spines postsynaptic to deprived afferents were 28% smaller in area
than those postsynaptic to experienced afferents. This finding is consistent with earlier
observations that visual deprivation affects cortical spines'"' ° and with reports that
long-term potentiation in the hippocampus, -7 18 training in honeybees," and both
maturation and experience in jewel fish"4' are associated with enlargement of dendritic
spine heads. In many cases this is also associated with stem shortening and/or widen-
ing, "8 13 which would enhance the transmission of potentials from the spine head
to the main dendrite.)6 In summary, then, monocular deprivation alters the geniculocor-
tical synapse in a number of ways that may be correlated with its altered efficacy.

Does monocular deprivation also alter the number of geniculocortical synapses?
To answer this, it was necessary to correct for variations in injection size and for a
probable reduction in protein synthesis by cells in the deprived geniculate layers.
Reasoning that larger injections or greater protein synthesis would label more axons
as well as more terminals, for each hemisphere of each animal, I examined one or more
strips 75 Am wide that extended through the depth of layer IV, counted all the
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X,.XJ terminals and labeled myelinated axons, and then computcd the ratio of labeled
terminals to labeled myelinated axons. This ratio was 43% less for the deprived afferents
than for the experienced afferents, suggesting that individual axons from deprived
geniculate layers arborize less densely upon entering cortex and make fewer synapses.
This suggestion is supported by the results of Friedlander and Vahle-Hinz,"7 who
filled physiologically identified geniculocortical axons in MD cats with horseradish
peroxidase and found that deprived axons arborized both over a small area and less
densely within that area, and had fewer boutons.

Based on the faintness of the deprived eye activation columns relative to the labeling
in the monocular segment, it is tempting to assume that this loss of synaptic terminals
is a function of the competition rather than the deprivation per se. However, this is
not entirely clear. First, I never examined the deprived geniculocortical synapses in the
monocular segment. Second, binocular deprivation is reported to cause a selective loss
in visual cortex of synapses from axons of subcortical origin."8 Thus, the loss of deprived
geniculocortical synapses may result at least in part from the deprivation itself.

Similarly, to the extent that they contributed to the faintness of the ocular activation
columns, one might assume that the morphological changes were a function of the
competition rather than the deprivation. It is also possible that deprivation and competi-
tion affect synaptic number and morphology differentially. Again, however, without a
comparison of geniculocortical synapses within the deprived and experienced monocu-

lar segments, it is not possible to tell.

CANDIDATE NEUROTRANSMITTERS

One of the ways in which experience may modify synaptic efficacy is by regulating
the amount of neurotransmitter available.8"q3 We have recently demonstrated that both
retinal ganglion cells and LGN cells are immunoreactive for N-acetylaspartylglutamate
(NAAG), a possible neurotransmitter. 4 In the LGN of a normal cat, both the neuropil
and many cell bodies are heavily labeled. The neuropil labeling presumably represents
the labeled terminals of retinal ganglion cells. To determine whether monocular depri-
vation affects the levels of NAAG in the geniculocortical pathway, 5 we reacted sections
through the LGN of MD cats with antisera to NAAG 6 provided by Joe Neale of
Georgetown University. Long-term monocular deprivation resulted in decreased label-
ing of the cell bodies, but not the neuropil, in the deprived layers of the LGN (FIG. 9).
That is, the change in NAAG immunoreactivity was restricted to that part of the
retinogeniculocortical pathway that is subject to binocular competition: the geniculo-
cortical relay cells. There appeared to be no loss of label in the retinal ganglion cells
of the deprived eye, just as there was no change in the labeling of their terminals in
neuropil of the LGN.

In contrast to its effects on NAAG immunoreactivity, monocular deprivation had
little or no effect on immunoreactivity for glutamate (FIG. 9b), the other obvious
candidate for geniculocortical neurotransmitter." Further, the changes in NAAG
immunoreactivity of the LGN neurons in MD cats were much more striking than
changes demonstrated with cytochrome oxidase histochemistry (FIG. 9c) or uptake
and incorporation of [3H]leucine (FIG. 9d). Thus, the changes are unlikely to be due
to an overall decrease in metabolism or protein synthesis. These results suggest that
long-term monocular deprivation selectively decreases the synthesis of NAAG in genic-
ulate neurons. Whether this decrease simply reflects a decreased need for transmitter
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because the cell supports fewer synaptic terminals, or whether each terminal has less
NAAG remains to be determined.

We have also examined the effect of monocular deprivation on immunoreactivity
for GABA and its synthesizing enzyme, glutamic acid decarboxylase (GAD) (not
shown). As has previously been reported for monocularly enucleated cats,"8 we observed
no changes in immunoreactivity for GAD or GABA. In fact, it was very difficult to
tell the deprived from the experienced layers, even on the basis of cell size. Because
GAD and GABA are found not in relay cells but in interneurons,99"-1 which are not
subject to binocular competition, these results perhaps are not surprising.

SUMMARY AND CONCLUSIONS

To summariLe (FIG. 10). the structural consequences of monocular deprivation
include the following changes: the relay cells in the binocular segments of the deprived
geniculate layers shrink and contain less of the possible neurotransmitter NAAG.
These changes appear to be secondary to a loss of terminal synaptic arbor. Certainly,
deprived geniculocortical cells project to smaller ocular dominance patches in layer IV
of visual cortex, where they make fewer and abnormal synapses. As a result, they
activate ocular activation columns that, in addition to being small, are faint and usually
fail to extend into extragranular layers. This failure to extend to other layers probably
results from a failure of the poorly activated deprived-eye cells in layer IV to compete
successfully with neighboring experienced-eye cells in layer IV, resulting in a loss of
connections from layer IV to other layers (FIG. 11). Thus, the primary effect of
monocular deprivation is probably the disruption of the geniculocortical synapse, with
the other changes, such as cell size, and possibly the change in neurotransmitter content,
being secondary. The disrupted synapse would result in poorly driven cortical cells and
faint ocular activation columns, which in turn would bias a secondary competition for
access to cells in extragranular layers.

There are certain general principles that unite the findings presented in this chapter
with the others in this session. 74-'0' First, there are similarities in the types of morpho-
logical changes observed, for example, changes in the number""'0 ' and size' of synaptic

FIGURE 10. Summary of the effects , - - , -

of monocular deprivation on geniculo- \ IE E\ 1 ....
cortical relay cells and their terminal - -
arbors in area 17. On the left is shown
a relay cell in deprived layer AI; on
the right is a nearby relay cell in layer t)l X
A. Note that the deprived cell is
smaller, contains less NAAG (indi-
cated by the lighter hatching), and ter-
minates in a smaller, less dense arbor
containing fewer and smaller boutons
than does the experienced cell. ,( X

/
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FIGURE !1. Schematic drawing illustrating the synap-
tic mechanisms thought to underlie the effects of binocu-

SI (£ 0 0 0 O0 0 0 lar competition on size, shape, and density of ocular
) activation columns. (A) In MD cats, the geniculateI IV (afferents representing the deprived eye (DE) terminate

T over a smaller percentage of layer IV (L IV) than those
I, representing the experienced eye (EE), and make fewer

b, (9and abnormal synapses. As a result, the deprived eye
L EE A drives the cells in layer IV so weakly that 1) they cannot

effectively compete with the neighboring experienced
eye cells for synaptic space on cells outside layer IV, and
2) it takes convergent inputs from many of these layer

>C 0l000 0 IV deprived eye cells to drive cells in the next layer.
T TT T T

I 9 Therefore, the shape, as well as the size, of ocular activa-
L -IV tion columns in area 17 is altered. (B) In unequal AME

cats, the 1-hr eye drives fewer cells in layer IV than the
8-hr eye, but drives them nearly as well. As a conse-

,N - K)J quence, it competes effectively for its share of the cells
I HF 8HE B outside layer IV, such as those in layer hi (L III), and

the columns are approximately the same width in all
layers. Reprinted with permission from Tumosa et al.2'

terminals, as well as mitochondrial changes." This implies that there are similar
changes during development and adult plasticity and also similar changes in vertebrates
and invertebrates.

Second, it is not so much the amount of activity that determines these changes 'ut
the pattern of activity."""')i In my results, the relative imbalance in activity is important,
but not the absolute amount (for example, the columns activated by the 8-hr eye of an
AME 8/1 are different from those activated by the 8-hr eye of an AME 8/8). Similarly,
the binocular segment. where there was an imbalance and competition could occur.
was affected, whereas the monocular segment, where there was no imbalance and
competition could not occur, was not. Finally, the recent results of Reiter and Stryker'02

suggest that monocular deprivation produces changes only when the activity of the
presynaptic cell and the postsynaptic cell are correlated. They showed that in the cortex
of MD kittens where the postsynaptic cell was prevented from firing by the infusion
of muscimol, a GABA agonist, most cells were dominated by the deprived eye, and
not the experienced eye. Thus, both pre- and postsynaptic activity are important and
must be correlated with each other. Correlated postsynaptic activity is apparently
produced by simultaneously active presynaptic inputs and detected by activation of
N-methyl-D-aspartate receptors as discussed by others in this volume.1' 3 

(5
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Cerebellar Synaptic Plasticity

Relation to Learning versus Neural Activity a

WILLIAM T. GREENOUGH AND

BRENDA J. ANDERSON

Departments of Psychology and Cell and Structural Biology
and

Neuroscience Program
Beckman Institute

University of Illinois at Urbana-Champaign
Urbana, Illinois 61801

INTRODUCTION: CEREBELLAR CORTICAL ORGANIZATION

The title of this volume, Activity-Driven CNS Changes in Learning and Development,
has led us to emphasize what events are actually necessary and sufficient to initiate
functional (and structural) change in the nervous system. We believe that there is
substantial evidence that activity, per se, is not invariably the critical factor for the
induction of a change in functional organization, although it appears to be sufficient
to bring about changes in the metabolic support of highly active regions in some cases.
Rather, there appears to be some very specific requirement for learning, or some other
change in the pattern of neural activity, to drive the CNS to reorganize itself. This
requirement must ultimately be expressed at the cellular level in a sequence of steps
leading to changes in functional organization. Although the steps may well be under-
stood ultimately in terms of the molecular events that underlie the cellular change, our
goal is to understand this reorganization from the perspective of behavior. We seek to
know whether the behavioral demands placed upon a subject can determine the neural
response and if so how. As discussed later in this article, we have seen structural
changes in the cerebellum following learning. As a result, we are curious as to how
these changes come about, and how they might fit in the overall output of the cerebellar
cortex.

Both experimental results and theory predict that the cerebellar cortex performs a
plastic role in behavioral adaptation. As FIGURE 1 shows, there are two major excit-
atory informational inputs, both arising from brainstem and spinal loci, and a single
output neuron, the Purkinje cell.' Climbing fibers, which originate largely or exclusively
from the inferior olive, carry information from the somatosensory, vestibular, visual,
and to a lesser extent auditory modalities. Mossy fibers arise from various locations in
the brainstem and spinal cord and also carry sensory input, such that there is no simple,
straightforward distinction with regard to the types of information the two affer.,t
systems convey. On occasion the same Purkinje cell may be activated by both climbing
fiber and parallel fiber input from the same peripheral location.'-' In both systems the
input is modulated by descending projections from the forebrain. Climbing fibers
terminate directly upon Purkinje cells, each Purkinje cell receiving multiple synaptic

aPreparation of this document and research not otherwise reported was supported by grants
from the National Science Foundation (MH-43830, MH-40631, BNS 88-21219, and MH-18412).
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contacts from a single climbing fiber. Climbing fibers also terminate on the various
inhibitory interneurons discussed below. Mossy fibers synapse onto the dendrites of
granule cells at a complicated glomerular synaptic junction that also receives input
from inhibitory neurons. The granule cell axons project to the molecular layer above
the Purkinje cell bodies where they become the parallel fibers that make contacts with
large numbers of Purkinje and inhibitory interneuron dendrites. Whereas the parallel
fibers synapse upon the distal spiny branches of Purkinje neurons, climbing fibers
terminate on the main branches, which are closer to the soma. Parallel fibers synapse
once or twice with a given Purkinje cell, whereas the climbing fiber makes many

Sectioned Folia

Parallel fiber i

Molecular layer

Stellate cell -Purkinie cell layer
Basket cell

ce Granular layer

Gre [White matter

Cerebella ceo Ct.l

Ceeela Deeper nuclear layers

Interpositus

deep nuclei
pontine nucleus

, Interior olive

Brainstem - :

To motor nuclei

FIGURE 1. Organization of cerebellar cortex. Details in text. Adapted from Prosser and
Greenough.'

contacts with each Purkinje cell it innervates. Because of this pattern, climbing fiber
input gives rise to complex spikes, which are easily discriminable from the simple spikes
that result from parallel fiber activity. The interaction between these two systems has
been a primary topic of theories of cerebellar function and plasticity.

In parallel with these two excitatory systems, there exists an intrinsic network of
inhibitory interneurons, consisting of Golgi, stellate, and basket neurons. These cells
are also activated by parallel and climbing fibers and inhibit both Purkinje cells and
other cells within the cerebellar cortex. Theorists have disagreed as to whether plasticity
is confined to one or both excitatory systems or extends to the inhibitory neurons. The
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Purkinje cell output from the cerebellar cortex is inhibitory and terminates on neurons
in the deep nuclei of the cerebellum and the vestibular nuclei, modulating throughput
to motor systems.

CEREBELLAR CORTICAL PLASTICITY

Theories of Cerebellar Plasticity

Many theorists have noted that the organization of cerebellar cortex lends itself
easily to models that incorporate plastic changes of the sorts that might be involved in
motor learning. Although there are theories that do not include plasticity in cerebellar
function (see, for example, references 5-7), in this article we focus on those that do
because they have provided hypotheses that can be tested. It should be noted that all
theorists propose the strengthening and/or weakening of existing synapses, whereas
the data we present below reflect the addition or loss of synapses. In principle there is
no serious obstacle to considering these to be equivalent mechanisms. However, synapse
formation can provide options potentially unavailable through existing connections,
such as recruitment of new cells, depending upon the degree of redundancy in the
network. The first thorough theory of cerebellar function was presented by MarrY In
Marr's model, "elemental movements" were initially instigated by the action of olivary
climbing fiber input. In the learning process, parallel fibers, the activity of which reflect
the temporal and physical context of the movement, become capable of initiating
subsequent elemental movements in a movement sequence. The mechanism underlying
this learning was facilitation, or strengthening, of parallel fiber synapses on Purkinje
cells that were activated at the time the movement was performed under the governance
of climbing fiber activity. Sequences of movement occurred based on peripheral feed-
back that, via parallel fibers, provided context for the next movement. Thus conjunctive
activation of parallel fibers and climbing fibers was the critical element leading to
synaptic change. Marr assumed that only parallel fiber synapses were modifiable,
although he noted that modifiable inhibitory synapses could work in his theory. Thus,
if synapses did form, Marr would predict an increase in the number of parallel fiber
synapses on Purkinje neurons to underlie motor learning Eccles,' like Marr, proposed
increased parallel fiber to Purkinje cell synapse strength, but was explicit in specifying
the selection from preexisting synapses of a population to be strengthened.

Albus" proposed a variation of Marr's theory compatible with the perceptron
network models that were then popular and included an extensive quantitative analysis
of cerebellar cortical organization that supported the application of this model. Albus
noted that climbing fibers can transiently block Purkinje cell responsiveness to parallel
fiber input (an "inactivation response" lasting for 40 msec or more) via a prolonged
depolarization. Albus proposed that, through repeated conjunctive stimulation of
climbing and parallel fibers, the parallel fibers to Purkinje synapses would weaken
until they became insufficient to activate the Purkinje cell. Eventually, in behavioral
conditions in which the weakened parallel fibers to Purkinje synapses are the only
active synapses, the Purkinje cell will be shut down in a manner analogous to that
resulting from the climbing fiber inactivation response. As the output of the Purkinje
cell is inhibitory, a pattern of selective inactivation can "allow" an extrinsic movement
to proceed. Albus, who also propos d that parallel fiber synapses on basket and stellate
cells followed the same weakening rule, hypothesized that some inhibitory synapses,
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such as those on certain stellate neurons, might also be variable in strength. Thus, if
synapse numbers change, Albus would predict a decrease in the number of parallel
fiber synapses wth learning, although he also speculated at one point that new parallel
fiber synapses might "spontaneously and randomly grow and mature" to prevent total
Purkinje cell deactivation and allow for new learning.

Gilbert" proposed that movement memories were stored in groups of Purkinje
cells, with a collective pattern of output frequencies appropriate to each of the individual
movements of a muscle. Thus the same collection of cells was reused for each of the
multiple movements, and each memory constituted a separate pattern of frequencies.
The strength of both parallel fiber synapses and basket cell synapses was adjusted to
achieve a parallel fiber driven output frequency for each Purkinje cell that was specified
by its climbing fiber input. Although increases in synapse strength were to occur
initially, decreases could occur as well. For our purposes, the primary effect of learning
should be an increase in parallel fiber synapses on Purkinje cells and in basket cell
synapses on Purkinje cells.

Ito has proposed a model for the vestibular-ocular reflex (VOR). This reflex is
responsible for adaptation to discrepancies between the vestibular-driven eye movement
compensation for head rotation and the position of the retinal image (this paradigm is
discussed more thoroughly in the paper by Peterson et al. 2). Errors in retinal position
are signaled via climbing fiber input, and parallel fiber-Purkinje cell synapses are
adjus --d to provide a phasic output that offsets the disparity in the brainstem circuitry.
Fujita has presented a formalization of this scheme. The form of plasticity proposed
to underlie this parallel fiber change is long-term depression (LTD), a reduction in
parallel fiber synaptic efficacy arising from conjunction of parallel fiber and climbing
fiber activity. Although the mechanisms proposed to underlie LTD involve receptor
desensitization at existing synapses,'" an alternative, loss of synapses, seems compatible
with most of the data.

Physiological Evidence for Cerebellar Cortical Plasticity

There have been a few tests of the associative interactions between parallel and
climbing fibers as predicted by Marr and Albus. One effect of climbing fiber activity
on Purkinje cell responses to parallel fiber activation is long-term depression. Rawson
and Tilokskulchai 5 have reported a lasting depression of parallel fiber stimulation-
evoked simple spike activity following low-frequency activation of climbing fiber inputs.
This depression lasted for about the duration of the climbing fiber stimulation, up to
as long as 8 min. When parallel fiber and climbing fiber stimulation were paired, a
similar depression occurred, and when parallel fiber stimulation was combined with
4-Hz climbing fiber activation, the subsequent response to a normally effective parallel
fiber stimulus was completely suppressed. Ito" reported a similar effect of low-
frequency climbing fiber activation paired with a prolonged stimulus to the vestibular
nerve. This depression was maximal after about 10 min and persisted to some degree
for more than 1 hr. A stimulus-specific depression was reported by Ekerot and Kano 7

in response to 8 min of conjoint parallel fiber and climbing fiber activation. Subsequent
responses to stimulation of the parallel fiber pathway were depressed over a period of
1-2 hr, with peak depression occurring at 10-20 min following the stimulation period.
Responsiveness to stimulation of another set of parallel fibers was unaffected, indicating
that the alteration was not a change in general Purkinje cell excitability but was specific
to the pathway involved in the conjunctive stimulation. The effect was diminished



GREENOUGH & ANDERSON: CEREBELLAR SYNAPTIC PLASTICITY 235

as the interval between climbing fiber stimulation and parallel fiber stimulation was
increased. The depression could be counteracted if inhibition was produced by stimulat-
ing parallel fibers "off-beam" from the Purkinje cell under study, a finding that was
interpreted to support the involvement of climbing fiber-induced depolarization or
"plateau potentials" in Purkinje cell dendrites in the depressed response. The modula-
tory effect of inhibition is not predicted by the Marr or Albus models. In general,
long-term depression can be elicited with climbing fiber activation either preceding or
following parallel fiber activation.4

A short-term bidirectional effect of pairing parallel fiber stimulation with spontane-
ous climbing fiber activity has also been reported." If simple spike activity normally
increases following climbing fiber spikes, that increase is accentuated when parallel
fiber stimulation follows a climbing fiber spike. Similarly, Purkinje responses decrease
further after climbing fiber spikes have originally depressed simple spike activity. These
results suggest that climbing fibers change the gain of the Purkinje cell's response to
parallel fiber input. It should be noted that the order of climbing fiber and parallel fiber
activation in this study is precisely the reverse of that proposed to trigger plasticity in
most theoretical i,,.,dels.

Parallel fiber stimulation (4 Hz) alone (or paired with subthreshold stimulation of
climbing fibers in the white matter) has been found to result in pote.tiation of simple
spikes in guinea pig cerebellar slices.t" Significant potentiation lasted an average of 20
min, although potentiation in one cell lasted for 50 min. No changes in membrane
potential or input resistance were seen, suggesting that the change is specific to paral-
lel- Purkinje synapses. When parallel fibers were stimulated conjunctively with climbing
fibers (4 Hz, 25 sec), long-term depression was seen, again for up to 50 min. Again,
there were no changes in membrane potential or passive membrane properties of
dendrites suggesting that the depression occurs at specific parallel-Purkinje cell syn-
apses.

Taken together. the physiological results suggest that both increases and decreases
in the response to parallel fiber activation may be elicited by climbing fiber activation.
Despite this, most theories suggest only unidirectional efficacy change at this synapse.
In addition, there has been little emphasis on truly long-lasting change, and there does
not yet appear to be physiological evidence for effects that persist as long as do some
forms of learning. In part, this lack reflects difficulty in maintaining extended, stable
recordings.

Behavioral Evidence for Cerebellar Cortical Plasticity

In several motor learning paradigms cerebellar cortical activity changes as the
animal learns. Whether or not these changes underlie learning or are a reflection of
learning in an afferent structure is the subject of much controversy, as other articles in
this volume attest. The data are more extensively covered in the articles by Bloedel et
al. Peterson et al.. 12 and Yeo.21 In VOR and associative eyeblink conditioning, both
increases and decreases in simple spikes have been seen, whereas Gilbert and Thach
report a decrease in simple spike activity during motor learning.2 ' Adaptive modifica-
tion of the VOR involves bidirectional changes in simple spike activity to synchronize
eye movement rhythms with those of induced body rotation. 2 22 For associative eye-
blink conditioning. bidirectional modification of simple spike activity is also reported.
Foy and Thompson2 ' reported that the predominant class of cells in conditioned
animals decreased their simple spike firing in a manner that modeled the conditioned
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response (CR). Other cells showed simple spike increases prior to the CR. In contrast,
Berthier and Moore2 4 reported that most Purkinje neurons that responded to the
conditioned stimulus increased their simple spike firing prior to the CR, with about
27% decreasing their activity.

MORPHOLOGICAL CHANGE AS A BASIS FOR CEREBELLAR
PLASTICITY

Morphological Plasticity as a Widespread Feature of the Ner'ous System

Although the search for effects of experience upon cerebellar morphology consti-
tutes a relatively small literature, an extensive backdrop of effects of experience upon
the morphology of neurons and supportive cells in the cerebral cortex and elsewhere
suggests the likelihood of such effects. Begun in the wake of the pioneering Berkeley
studies showing that the housing environment altered cortical weight and thickness,2

1

an extensive literature now indicates that the complexity of the rearing environment
can affect dendritic branching of cortical neurons,2 b24 the number of synapses per
neuron, "930 and the size and numbers of supportive structures such as glial cells3t 4

and capillaries. 5 '' Many similar effects have been reported for adult cerebral
cortex 37- ' although the degree of responsiveness may diminish with advancing age
(see, for example, reference 41). For the cerebral cortex, a detailed cell biology of
morphological plasticity as it relates to synapses, neurons, glial cells, and vascular
tissue is beginning to emerge, although it is far from complete, and the signaling
mechanisms that give rise to these changes are completely unknown. Subcortical struc-
tures such as the hippocampal formation43" and superior colliculus5 also exhibit
morphological plasticity of these sorts, although investigations have been much less
detailed. A similarly detailed catalogue of effects of experience and other manipulations,
such as long-term potentiation or other effects of electrical stimulation, on the morphol-
ogy of individual synapses has been compiled, as indicated in some other articles in this
volume. Changes have been described in the size and shape of various parts of synapses
such as the postsynaptic density (PSD), for example, and in the structure of PSD
densities (for reviews, see references 46 and 47). The probable relationship of at least
some of these morphological phenomena to plastic functional processes has been em-
phasized by their occurrence in adult animals in learning situations. 41 51 One might
almost expect similar plastic phenomena to be evident in cerebellar cortex, given proper
conditions of looking for them.

Morphological Plasticity in the Cerebellar Cortex

Although most theorists refer to cerebellar plasticity as changes in synaptic strength,
plasticity could be in the form of synaptic number changes. Several experiments have
demonstrated the ability of the adult cerebellum to form new synapses. Hillman and
Chen' 2 found evidence for the formation of new synapses in adult rats within 6 to 8
hr following transections of parallel fibers. The short time interval between transection
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and the formation of new synapses has been suggested as evidence for a reserve pool
of postsynaptic molecules ready to form new synapses. Climbing fibers also sprout and
innervate new Purkinje cells following partial lesions of the inferior olive. 4 These data
indicate that synapse numbers can change in adult animals and, consequently, such
changes should be investigated as a potential mechanism underlying behavioral change.

Injections of harmaline (a monoamine oxidase inhibitor) have been shown to in-
crease climbing fiber spikes from approximately 0.5 to 19 Hz.55 There is a corresponding
decrease in simple spikes despite a lack of any change in parallel fiber activity. Becaus ,-
these results correspond to Albus's theory, it is interesting to note that there were no
changes in morphology of parallel and climbing fiber synapses onto Purkinje cells,
examined as a group (measures: cross-sectional area of the postsynaptic density (PSD),
diameter of apposition, thickness of PSD, vesicle numbers, curvature of PSD, and
perforations in the PSD)." Synapse number changes were not investigated. The
harmaline-induced depression in Purkinje cell simple spikes is a short-lasting response,
a characteristic not consistent with Albus's theory. Biochemical and/or ionic processes
seem more likely to underlie the short-lasting physiological changes, although changes
in synaptic number cannot be ruled out.

EXPERIENCE AND MORPHOLOGICAL PLASTICITY IN THE
CEREBELLAR CORTEX

Effects of Experience during Development

The first evidence that behavioral experience could influence the structure of neu-
rons in the developing cerebellar cortex came from similar studies of mice and monkeys.
Pysh and Weiss" reared mice in object-filled cages that provided various opportunities
for motor activity. In addition, the mice were forced to swim and to climb wires and
poles and were given other tasks involving exercise and presumably motor learning. In
these mice, the nodulus, centralis, and pyramis regions had a thicker molecular layer
and Purkinje cells with more extensive dendritic branching than in animals reared in
a group in small cages.

Similarly Floeter and Greenough5" studied monkeys that had been reared in large
group colony environments (adult, infant, and juvenile monkeys) with a variety of
structures that allowed for climbing, leaping, and so forth, as well as smaller objects
that were often the focus of attentive exploration and play. After 6 months and a brief
period of behavioral testing, various regions of their cerebella were compared with
comparable regions from comparably aged monkeys that had been reared either socially
in pairs in adjacent cages with a daily period of social interaction in one of the two
cages or individually in closed environments that did not allow sight or sound of other
monkeys. (The Macaca fascicularis monkeys in these experiments did not exhibit the
postrearing "isolation syndrome" of the sort described by Harlow et al.59 and others,
which appears to be relatively unique to, or most pronounced in, the rhesus monkey,
Macaca mulatta. 61) Purkinje cell spiny branchlets, the sites of parallel fiber input, were
larger in the ventral paraflocculus and nodulus of the colony animals relative to the
other two groups, which did not differ, as shown in FtGURE 2A. In both the nodulus
and the uvula, the mean diameter of Purkinje cell somata was greater in the colony
animals than in the social and individual groups, which again did not differ. In contrast
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to the Purkinje cell measures, granule cell dendritic fields showed no significant or
apparent effects of the different rearing conditions, as indicated for ventral paraflocculus
in FIGURE 2B. Taken with the Pysh and Weiss report, these data make two major
points: 1) the morphology of cerebellar Purkinje neurons is sensitive to the rearing
environment, and 2) such plasticity may not be a feature of all cerebellar cortical cell
types (for example, granule cells). In addition, the change in spiny branchlets, upon
which the granule cell axons constitute the sole excitatory afferents, unaccompanied
by a change in granule cell dendrites, argues against the simple hypothesis that mere
activity drives morphological change.

SPINY BRANCHLETS GRANULE CELL
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FIGURE 2. (A) Size of Purkinje cell spiny branchlets in ventral paraflocculus of monkeys reared
from shortly after birth in a large, seminaturalistic colony, social cages, or individual Ctambers.
(B) Size of granule dendritic tree in the same animals. "Ring intersections" refer to intersections
of dendrites with a superimposed set of concentric spheres at 1O-jim intervals from the origin of
the bra',ch from a main (smooth) branch. Data from Floeter et al."'

Effects of Experience during Adulthood

Morphological plasticity of the cerebellar cortex is not restricted to development.
In a study of possible ameliorative effects of behavioral experience upon the well-
documented cerebellar synaptic loss that occurs with aging,"-"2 Greenough et al"
discovered that Purkinje cells of rats housed from 24 to 26 months of age in a complex
social and play-object-filled environment (EC), similar to that of the colony monkeys,
added new spiny branchlets, compared to a baseline group sacrificed at the outset of
the exposure period. (Sampling was broadly balanced across the culmen, simplex,
declive, tuber, and pyramis of the vermis and the medial ansiformi and paramedian
lobules.) This experience effect occurred despite an overa!l tendency for Purkinje cell
dendritic trees to degenerate during this period. Both of these effects are evident in
FIGURE 3. FIGURE 3A shows the number of spiny branchlets per Purkinje neuron for
the three groups in the study: a baseline group, the EC group, and a social condition
(SC) group housed in pairs in standard laboratory cages. It is clear that the EC group
has added new spiny branchlets relative to the baseline state whereas the SC group
may have declined slightly (not significantly by this measure). FIGURE 3B shows
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the total amount of spiny branchlet material per Purkinje cell-spiny branchlet ring
intersection data, a measure of size, were cumulated for entire neurons. Here the
baseline animals had the greatest amount, the EC group has less, and the SC group
has still fewer. The EC animals appear to be adding new spiny branchlets but to be
losing, through shrinkage, material from existing branchlets. This is confirmed in
FIGURE 3C, in which the frequency of spiny branchlets of different sizes is presented.
Both the EC and SC animals have fewer large spiny branchlets compared to the baseline
group, but the EC group has more small spiny branchlets than either of the other
two groups. We have examined some possible technical issues that would force a
reexamination of these data (for example, whether large spiny branchlets could be
breaking up into apparently smaller ones by selective spine loss on lower order
branches) and conclude that the results indicate that elderly animals can still add to
the dendritic field of Purkinje neurons (for example, the new, small spiny branchlets
tend to be at lower main branch orders, whereas the interior spine loss scenario would
put them at higher orders; spine loss is actually most evident near the tips of spiny
branchlets). The net effect is analogous to a leaky finger in the dike-within the
experience constraints of this study the tendency toward regression of Purkinje cell
dendrites cannot be reversed; it can only be mitigated to some degree by the conse-
quences of new functional demands.

Evidence that Learning is Responsible for Adult Cerebellar Cortical Plasticity

The preceding experiments confounded the opportunity to learn about the complex
environment with the opportunity for physical exercise and associated neural activity,
such that it was not clear whether neural activity or learning was the source of
the morphological differences among treatment conditions. (Pysh and Weiss actually
proposed that exercise was the critical element responsible for the morphological
effects.) We recently conducted a study to assess the effects of these two potential
sources of morphological change independently by varying the opportunity for learning
and the opportunity for extensive physical exercise of a sort that might change neural
morphology." To maximize the opportunity for learning, we trained a group of mature
adult female rats on the acrobatic condition (AC), a challenging series of eight succes-
sive pathways elevated above a white foam rubber floor. The pathways at the outset
were 4-inch-wide boards. The pathways became gradually more demanding, and the
AC rats, with physical encouragement from the experimenters, met the challenge.
FIGURE 4 shows some of the tasks. Two- to 3-foot-long sections of rope, wire cloth,
Y-inch link chain, and '4-inch wood dowels were all traversed. Barriers such as teeter-
totters and high blocks on Y.-inch-wide strips were also mastered. Despite the increasing
task difficulty, the latency to solution of these tasks decreased dramatically across
training sessions. Two of the other groups in this experiment served as controls for the
physical and associated neural activity experienced by the AC rats. One group, forced
exercise (FX), was forced by gentle tail tapping to move at a brisk walk along a moving
treadmill. Session duration was gradually increased for the FX group, such that by the
end of the 30-day-long experience they walked for a period of 30 min each day. A
second physical exercise control group, voluntary exercise (VX), had access to a stan-
dard running wheel attached to their home cage. A final group, the inactivity condition
(IC), remained undisturbed in their cages except for daily handling to simulate the
treatment of the other groups. Thus statistical comparison of the exercise and inactivity
condition groups could test for effects of exercise, whereas comparison of the acrobatic
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FIGURE 4. Typical acrobatic tasks used with AC rats. (Lower portion is reproduced with
permission from Black t al-)
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and inactivity conditions could test for effects due to activity and/or learning. We
examined two variables, the density of capillaries as an indication of metabolic tissue
support and the number of synapses per neuron as a measure of synapse formation or
loss. Measurements were made in a stratified sample along the length of the paramedian
lobule (PML). Capillarics were measured as the number of profiles per unit area of
molecular layer. Neuronal density was estimated using the disector, an unbiased estima-
tor of dcnsity that is unaffected by group differences in the shape or size of the objects
whose density is being measured 5; synaptic density was estimated according to Anker
and Cragg"t ; and their ratio, synapses per Purkinje cell, a measure that removes possible
differences in tissue volume due to addition of new components, was calculated. (This
measure includes synapses on all types of cells and merely uses the Purkinje cell as a
reference.)

The results appear in FIGURE 5. FIGURE 5D shows that capillary density was
elevated by exercise and was unaffected by motor skill learning in the AC group. In
contrast, the number of synapses per Purkinje cell was elevated by acrobatic motor
learning and was unaffected by exercise (FIG. 5C). In short, activity, presumably the
neuronal activity necessary to guide the behavior, was sufficient to alter the metabolic
state of the tissue, but was insufficient to alter synaptogenesis. We take this as strong
evidence that mere activity of cells need not trigger synaptogenesis and that some
aspect of the activity that is related to skill acquisition is an essential feature necessary
to cause synaptic reorganization.

As noted above, the number of synapses per Purkinje cell does not give any indica-
tion of either the sources or the targets of the synapses, many of which will terminate
on stellate, basket, and Golgi cell components in the molecular layer. We are currently
in the process of identifying synapses more specifically, classifying them according to
literature-derived criteria, which has turned out to be a slow process. However, on the
basis of the preliminary data we now have, we can confidently support the following
conclusions: 1) there are significantly more parallel fiber synapses (with all cell types)
in AC rats than in all other conditions (there were also more parallel fiber to Purkinje
cell synapses in the AC group); 2) all excitatory synapses are similarly greater in AC
than in any other group; 3) all nonparallel fiber synapses were significantly greatcr in
AC; 4) there were more inhibitory synapses on dendritic shafts of inhibitory neurons
in the AC group; and 5) unfortunately, the number of unclassifiable synapses (approxi-
mately 11% of all synapses) was higher in AC and VX than in IC (6%).

As FIGURES 5A & 5C make clear, the thickness of the molecular layer is a good
predictor of the outcome of synapse counts per neuron, as was also true for previous
studies of cerebral cortex. 25- To provide a quick assessment of another region, we
have, hence, measured the average thickness of the molecular layer in a sample from
vermis, Although the thickness of the vermis molecular layer ( km) was in the same
direction as for the PML (AC = 238; others = 229 ± 4), the effect was weaker and
fell short of statistical significance. As the vermis receives substantial vestibular input
and the PML receives only indirect vestibular input, this result renders it unlikely that
the PML results are a secondary consequence of vestibular activation.

Associative Conditioning Decreases Parallel Fiber Input to HI Purkinje
Cells

In collaboration with R. F. Thompson at the University of Southern California and
. Steinmetz at Indiana University, we have been examining the effects of associative

eyeblink conditioning on the morphology of Purkinje cell dendritic fields in cerebellar
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lobule HVI, which has been implicated in the circuitry underlying this response, 232 4
,6

7.hN

particularly when, as in this case, electrical stimulation delivered to the dorsolateral
pontine nucleus serves as the conditioned stimulus." The unconditioned stimulus was
an air puff to the cornea. In rabbits trained with standard delay pairing (350-msec
stimulus, coterminating 100-msec air puff), we observed a significant decrease in the
size of spiny branchlets in the trained hemisphere, relative to the contralateral side,
indicating a reduction in the relative input from parallel fibers. This is consistent with
one of the two types of neural responses observed in this area, a decrease in simple
spike activity to the conditioned stimulus,2' '24 and it is also consistent with a plausible
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FIGURE 5. Molecular layer per Purkinje cell is increased in AC rats (A). while synapse density
is similar across groups (B). such that the number of synapses per Purkinje cell is higher in AC
rats (C) In contrast, capillary density is higher in physical exercise groups VX and FX (D).
(Reproduced with permission from Black et al.')

role of the inhibitory output of the Purkinje cells-reduced inhibition could serve to
"release- a blink response triggered by deep cerelellar nuclear excitatory afferents to
brainstem motor nuclei. We have collected preliminary data from three rabbits with
unilateral explicitly unpaired conditioned stimulus and unconditioned stimulus presen-
tation and see no tendency toward asymmetry. With the acknowledgment that mort.'
control data would help to firm up this result, the ipsilateral branch loss in conditioned
animals suggests that cerebellar Purkinje neurons may be capable of bidirectional
modification of the amount of parallel fiber input. These results are compatible with
physiological data suggesting that Purkinje cell simple spike responsiveness may vary
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bidirectionally23 "4; that is, simple spike responses may be depressed or potentiated
depending on the relationship of parallel fiber and climbing fiber input.

SPECULATIONS ON CEREBELLAR PLASTICITY

Fitting this result to a model is not straightforward, but a first approach might
argue that in the associative task, conjunctive parallel fiber and climbing fiber input
leads to long-term depression in simple spike responses, whereas in the acrobatic task,
a preponderance of simple spike input results in potentiation of most parallel fiber
synapses. Although most cerebellar models have emphasized unidirectional weight
change at the parallel fiber-Purkinje cell synapse, either increasing or decreasing the
weights (see. for example, references 8 and 10, respectively), some models have explic-
itly proposed the capacity for bidirectional change in the weights of these synapses
(see, for example, reference 13). Likewise, th, fact ihat both increases and decreases
occur in Purkinje cell simple spike responses during associative eyeblink conditioning
argues for the possibility of bidirectional modification of parallel fiber inputs. Additional
physiological data supporting bidirectional parallel fiber change was described in the
section on cerebellar cortical plasticity.","

Behaviorally, one might argue that the associative learning paradigm involves a
focalized set of inputs, with most other inputs being relatively uninvolved in the
behavior. Likewise. the motor task studied by Gilbert and Thach was a relatively
focused forelimb tack. Acrobatic learning, by contrast, requires that a large amount of
irrelevant or interfering ongoing behavior be suppressed, such that the appropriate set
of focal behaviors is emitted without interference. The performance of behaviors thus
occurs through selective focal reductions in inhibitory output. If one assumes that a
broad range of focal behavior sets (and hence of suppression) occurs across the diverse
circumstances faced by the acrobats, and that most of what the cerebellum does is to
suppress irrelevant behaviors when complicated motor acts are called for, one might
argue tnat a large part of the cerebellar role in motor learning is one of increasing
broad inhibitory output that might be mediated by parallel fiber synapse increases. The
focal disinhibition of the desired behavior might be accomplished both by reducing
parallel fiber input (due to conjunctive climbing fiber input) and increasing inhibition
of inhibitory interneurons (another type of synaptic change seen in the AC rats).

This general interpretation of cerebellar output is consistent with the comparatively
unusual circumstance of a structure for which the entire output is inhibitory. A very
crude representation of this concept appears in FIGURE 6. In summary, this view
suggests that the cerebellar role in learned motor behavior is one of suppressing interfer-
ing components of behavior while permitting the desired behavior through focalized
reductions in inhibitory output. When very little competing behavior needs to be
suppressed, as might be the case for associative eyeblink conditioning, the predominant
change may be disinhibition mediated by decreased parallel fiber input to Purkinje
cells. When much competing behavior demands suppression, as in complex motor
learning, inhibition, mediated by increased parallel fiber input, might predominate.
Both changes in excitatory synapses and changes in inhibitory synapses could partici-
pate in this, and our current data suggest that both types of changes occur with motor
learning.

In contrast to what we propose here, the theories both of Marr' and of Albus.. share
a common problem: theoretically, at some point all synapses would be strengthened (in
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the case of Marr) or weakened (Albus). Although Marr did not address this problem,
Albus suggested that at some point new synapses must be added to provide a continuing
population of synapses that can be decreased in strength. Albus's answer to the problem
possesses two problems of its own. First, it is hard to imagine a system that has a
requirement for a constant level of noise, which new, presumably random, connections
would produce. Second, this solution seems to defeat the primary goal of refining the
system. A system with bidirectional changes would not involve this constant back-
ground noise, while at the same time it could maintain a constant level of overall
cerebellar excitation. Through learning, the Purkinje excitation would be redistributed
over time and cerebellar (or Purkinje) space into a set of learned patterns of activity.
We propose that while there may be an overall shift up or down in Purkinje excitation
in specific cerebellar areas with specific tasks, the underlying changes most often include
both increases and decreases in the parallel fiber input onto the Purkinje cell.
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PART V. ACTIVITY-DEPENDENT ALTERATIONS IN HIPPOCAMPAL

NETWORKS

Introduction

At any given time, the operations of a neural network are dependent on the expression
and the interactions of its constituent components on the molecular, cellular, and
network levels. Persistent modification of any of these components with age or by
experience can alter network function. This session focuses on the role that recurrent
inhibitory synapses play in hippocampal network operations, particularly in limiting
the spread of activity through local recurrent excitatory circuits. Repeated activation
of these inhibitory synapses has been shown to produce short- and long-term depression
of their inhibitory effects. At the same time, previously silent recurrent excitatory
pathways become active. Thus, these activity-driven changes can generate small net-
works of cells that operate as functional units. Such units could serve as sites of memory
storage.

Alger reviews the wide variety of neurophysiological mechanisms that contribute
to alterations in GABA-mediated inhibitory postsynaptic potentials. One important
issue centers on how transient depression of inhibitory postsynaptic potentials may
serve an important role in permitting the gating of long-term potentiation by N-methyl-
D-aspartate receptors.

Swann et al. report that CA3 networks are hyperexcitable during the second and
third postnatal weeks. GABA inhibition is present and plays a central role in limiting
further network excitability. An overabundance of recurrent excitatory synapses may
exist during this critical period and markedly affect network operations.

Traub and Miles employ detailed information on hippocampal network connections
and the intrinsic ionic conductances of single pyramidal cells to develop a new computer
model of the CA3 subfield. Numerous network behaviors are mimicked by alterations
in specific network components. One of these is the behavior seen when GABA synapses
are suppressed and recurrent excitatory connections remain intact.

Together these papers emphasize the variety of behavior that hippocampal networks
can produce. Activity-dependent alterations can be ascribed to changes in inhibitory
as well as excitatory synaptic connections within the network.
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INTRODUCTION

Neuronal excitability in the brain is regulated by a balance between excitatory
and inhibitory influences, both intrinsic and synaptic. Synaptic control is exerted by
excitatory and inhibitory postsynaptic potentials. Increases in excitability are associated
with different phenomena that are important in learning and development, as weil as
with pathological phenomena. As discussed elsewhere in this volume, such diverse
events as long-term potentiation (LTP), the shaping of retinotopic maps, critical periods
in development, and epilepsy involve activation of N-methyl-D-aspartate (NMDA)
receptors; hence, factors capable of regulating NMDA receptors are likely to be in-
volved in the occurrence of these events. GABAergic inhibition is often ideally poised
to exercise a restraining influence on the expression of NMDA receptor activity and
other intrinsic excitatory processes; in so doing, it can alter the behavior of neuronal
circuits. A great deal is known about inhibitory regulation of mammalian cortical
neurons, different aspects of this topic having been reviewed previously. " This paper
will emphasize recent intracellular results on cellular mechanisms of gating of GABA-
ergic synaptic potentials obtained from the in vitro hippocampal slice of adult rodents.

In general terms, regulation of the GABAergic system can occur in at least four
loci relative to the principal target, the pyramidal cell: at the postsynaptic site (that is,
on the pyramidal cell itself) or at three presynaptic sites (that is, presynaptic with
respect to the pyramidal cell). Modulation occurs at each of these sites. The following
general inferences can be drawn: 1) inhibitory processes are very plastic and are
modified by a variety of mechanisms, 2) the most common inhibitory modification
identified to date is a transient depression of inhibition, although exceptions are found,
and 3) a particularly important function of inhibitory plasticity is to "gate" NMDA-
dependent synaptic transmission and other intrinsic voltage-dependent conductances.

BASIC GABAergic CIRCUITRY IN THE HIPPOCAMPAL CA1
REGION

In the hippocampus, GABAergic neurotransmission is largely carried out by local
circuit interneurons of several different kinds. A simplified diagram of the basic
GABAergic circuits in the CAl pyramidal cell region is indicated in FIGURE 1.
Hippocampal recurrent inhibition was first studied by Kandel et al., and the role of the

'This work was supported by a grant from the U.S. Public Health Service (NS22010).
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basket cell interneuron in the feedback circuit was emphasized in classic experiments by
Andersen and colleagues. °' t0 The morphological and physiological studies of
Schwartzkroin's group 2 combined with the immunocytochemical work of Ribak
and colleagues' 7"' and Somogyi and others2 "2 have added other elements and connec-
tions, and should be consulted for details. Nevertheless, FIGURE 1 illustrates the
essential features of the circuits as currently understood. The pyramidal cell receives
both feedback (interneuron 1) and feedforward (interneuron 3) GABAergic input. The
recurrent circuit probably synapses on the pyramidal cell soma and mediates a simple
monophasic inhibitory postsynaptic potential (IPSP). The feedforward GABAergic

A ANTI ORTHO
2

" GABA A  --' GABA B

B C

500 mS

FIGURE 1. The diagram on the left represents a simplified organizational schematic of the
inhibitory interneuron system in the hippocampal CA] region. The pyramidal cell is contacted
by three functional types of GABAergic interneurons. They form a recurrent loop (number 1)
that provides somatic inhibition, a feedforward circuit restricted to the distal dendrites (number
2), and a feedforward circuit that contacts the cell soma as well as its dendrites (number 3). The
recurrent circuit is activated by pyramidal cell axon collaterals (of this and neighboring cells).
Feedforward circuits are activated by afferent fibers (open terminals) either intrinsic or extrinsic
to the hippocampus. Traces on the right are intracellular membrane potential recordings from a
CAI pyramidal cell And illustrate responses to stimulation of the feedback loop (antidromic.
"ANTI") and then of the feedforward circuits (orthodromic, "ORTHO"). The feedback IPSP is
mediated by GABAA receptors as is the initial part of the orthodromic IPSP. the rates part of
which is mediated by GABA, receptors (A). The upward deflection on the orthodromic response
is an EPSP. Feedback and feedforward responses are overlapped in B: C shows the outline of the
GABAA IPSP. obtained by subtracting the responses in B. This figure has been modified from
references 25 and 46.

circuit involves at least one other interneuron activated by excitatory afferent fibers, as
first postulated on the basis of physiological and pharmacological evidence.2 '2 Activa-
tion of this pathway produces a complex IPSP with both early and late phases, There
may be another feedforward system (interneuron 2) in distal dendritic regions.

There are two general classes of GABA receptors, GABAA and GABA. that
mediate bicuculline-sensitive and -insensitive responses, respectively (FIG. 1). GABA
activates both kinds of receptors. Baclofen is a selective GABA agonist: phaclofen
and saclofen are selective GABAR antagonists. (Although there are several subtypes
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of GABAA2
' and GABA 27 receptors, functional differences among them are not yet

well established. Future work will undoubtedly reveal differences that may well pertain
to the phenemona discussed below.) The GABAA response is C1 dependent.2," 0

GABAH receptors activate a postsynaptic K I-dependent conductance 3 " via a G
protein-linked mechanism, and they hyperpolarize cells. 3',, Activation of the GABAB
receptors by synaptically released GABA causes the late, slow IPSP (FIG. I). Support
for this hypothesis comes from the similarities between the ionic mechanisms of GABAB
receptor activation and the slow IPSP,"- '4 the antagonism of the slow IPSP by GABAB
antagonists.3  and the blockade of both by phorboi esters. 36.41 .42

Two functional sets of GABAergic interneurons were postulated to account for the
observation that antidromic activation of pyramidal cells produces only a simple,
GABA, IPSP, whereas orthodromic stimulation of afferent fibers produces a complex
IPSP with both GABAA and GABA, components. 25.34.3

-
37.43-4' There is copious

evidence for GABAA synaptic inhibition on neuronal somata. Increasing evidence
indicates a preferential localization of GABAB receptors on pyramidal cell dendrites.3 4

An intriguing question is whether or not a single GABA interneuron activates both
postsynaptic GABAA and GABA3 receptors. On the one hand, many treatments affect
GABAA and GABAB IPSPs in common (for example, carbachol g7 norepinephrine,4"
enkephalin,12' and kainic acid""') • a coincidence that is simple to explain if a single
class of interneuron is involved. On the other hand, simultaneous recordings from
interneuron-pyramidal cell pairs have detected slowly developing IPSPs following
activation of some interneurons,52 and rapidly rising IPSPs following activation of other
interneurons,"' in the coupled pyramidal cells. Correspondingly different electrical
properties of the interneurons involved support the suggestion that different cells
mediate GABAA and GABAB IPSPs. Drop application of 4-aminopyridine into the
distal dendritic field of CAl neurons can elicit a GABAB-mediated response without
an accompanying GABAA response." -" A reasonable interpretation of these prelimi-
nary data is that there is a distinct class of GABA interneurons that is activated by
the restricted 4-aminopyridine application that produces only dendritic GABAB IPSPs.
If this interpretation is substantiated, the possibility for selective regulation of these
two forms of inhibition is opened up. This would have important implications for
understanding hippocampal circuit behavior.

Hippocampal pyramidal cell dendrites receive excitatory synaptic inputs and are
electrically excitable" ": they can conduct both Na - and Ca' -dependent action
potentials. When GABAergic inhibition is depressed excitatory postsynaptic potentials
(EPSPs) become larger" - 'N and an NMDA component of the EPSP becomes evi-
dent' ." - " The dendritic location of much of the GABAergic inhibition is, therefore,
a particularly important feature of the circuit because it helps control these excitatory
drives. The feedforward connection ensures optimal temporal conjunction between
IPSPs and EPSPs. Localized application of agonists and antagonists to pyramidal cell
dendrites,- intradendritic recording, " " anatomical studies cited above, and work
discussed below all strongly support the hypothesis of feedforward dendritic GA BAer-
gic inhibition.

PRESYNAPTIC REGULATION OF GABA IPSPs

The ev 'ence of presynaptic regulation of GABAergic IPSPs has been developed
using the GABA., IPSP as the subject response. If GABAA and GABAB IPSPs are
produced by GABA liberation from the same interneuron, then the conclusions con-
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cerning presynaptic regulation will apply to both types of IPSPs. If different interneur-
ons are involved, the present conclusions may not apply to the GABA, system. Regula-
tion of GABAetgic transmission can occur at three different sites relative to the
interneuron: 1) the terminals, 2) the soma, and 3) the excitatory inputs to the in-
terneuron (FIG. I). All three sites are subject to extrinsic control.

In the CNS, indirect methods are most often used to discriminate presynaptic from
postsynaptic sites of action of the GABA syst-i. A common test is to compare the
effects of a treatment on the evoked IPSP and on the response to GABA applied
directly by iontophoresis or pressure injection. If the former is influenced and the latter
is not, it is tentatively concluded that the site of action is presynaptic, although the
universal caveat for this experiment is that the populat'on of receptors activated by
direct application is not the same as the population activated by synaptically released
GABA. Direct application probably affects a group of receptors that is larger than, or
different from (or both), the synaptically activated group 3f receptors. Conceivably,
the GABA application method would be insufficiently discriminating to detect relevant
changes. A more straightforward approach is to impale an inhibitory interneuron
with a microelectrode and record its activity directly. With traditional intracellular
recording methods in the slice preparation this is tedious at best, however, and confir-
mation of the identity of the presumed inhibitory interneuron is not always possible.
This technique has rarely been used to assess regulation of interneuron activity (see
references 69 and 70 for exceptions). The new "patch-slice" technologies 1

.
7 offer great

promise for simplifying recordings from interneurons. A convenient indirect method
for assessing GABAergic function is to record "spontaneous" IPSPs from pyramidal
cells with KCI-filled intracellular electrodes. 7 The large majority of these events are
blocked by tetrodotoxin, indicating that they depend on voltage-dependent Na' chan-
nel activity for their occurrence. They are evidently elicited by action potential fiTing
in the presynaptic terminals,5" unlike true quantal events at frog neuromuscular junc-
tion. The IPSPs are spontaneous in the sense of not being explicitly elicited by electrical
stimulation, and, although certain experimental treatments affect their occurrence by
affecting the interneurons, the "spontaneous" nomenclature remains useful.
Tetrodotoxin-insensitive, quantal GABAergic events do occur. 4 Interestingly, quantal
GABAA events seem to be caused by activation of only 10-30 GABA A channels, 74a7 . 4h

an observation with important functional implications (see below).

PRESYNAPTIC INHIBITION OF GABA RELEASE (GABA,
ENKEPHALIN, GLUTAMATE, NOREPINEPHRINE, ACh)

Once released from its nerve terminals, GABA can inhibit its own further release.
The earliest distinction between GABA, and GABA1 receptors was the observation
that GABA could inhibit neurotransmitter release from peripheral tissues in a
bicuculline-insensitive way, suggesting the existence of a novel receptor type localized
on presynaptic nerve terminals of autonomic neurons.-

GABA may regulate its own release via activation of GABA, receptors on in-
terneuron terminals in the hippocampus. 7' 17 In the dentate gyrus. baclofen can block
GABAA IPSPs and, indeed, act as a convulsant, apparently by depressing GABA
rem_.- 7 inaptic inhibition by GABA, receptors in CA I is also likely as baclofen
profoundly depresses CA I field potentials. Paired-pulse depression of the monosynaptic
GABA, IPSP is caused by GABA,-mediated reduction of GABA release." Presynap-
tic GABA, receptors may be ofa different subtype than postsynaptic GABAI, receptors.



ALGER: GATING OF GABAergic INHIBITION 253

The latter are readily blocked by pertussis toxin, 36 3 9 which blocks activation of some
G proteins, whereas the former are pertussis insensitive. Phaclofen is reportedly more
effective in blocking postsynaptic than presynaptic GABA, receptors.27 In neonatal
rats the GABAA agonist, muscimol, also has convulsant effects in the CAl pyramidal
cell region"' possibly related to a presynaptic inhibitory role. GABAA antagonists
increase GABAB-mediated slow IPSPs,34 - suggesting that GABAA receptors normally
inhibit the slow IPSP interneurons presynaptically.3 4 The evidence that these presynap-
tic inhibitory effects occur on the GABAergic terminals is not conclusive. An alterna-
tive possibility in some cases is that GABA neurons inhibit one another via somatically
located synapses. There is good electron microscopical-immunocytochemical evidence
for the occurrence of glutamic acid decarboxylase (GAD; the synthetic enzyme for
GABA)-containing terminals on the somata of GAD-positive cells,4 strongly suggesting
that at least some of the GABAergic interneurons are subject to somatic inhibition.
Extrinsic GABAergic afferents project to the hippocampus 2 where many of them
terminate on inhibitory interneurons. 3 Paired-cell recordings indicate that
interneuron-to-interneuron inhibitory connections exist.' 4

OTHER NEUROTRANSMITTERS AFFECT GABAergic
INTERNEURONS

The endogenous opiate receptor agonist, enkephalin, blocks evoked and spontane-
ous IPSPs with no effect on pyramidal cell membrane properties or iontophoretically
applied GABA, suggesting a presynaptic site of action.3 2

,
4

4
.8 4 '5 Enkephalin-induced

hyperpolarization of presumed inhibitory interneurons apparently explains its disinhibi-
tory effects.' ° Bath application of kainic acid to hippocampal neurons in vitro also
decreases evoked GABAergic IPSPs.10 Slices obtained from kainic acid-lesioned hippo-
campi show substantial decreases in IPSPs. '"6 '7 GABA interneurons in the slice are
initially excited by kainic acid, as indicated by an increased frequency of spontaneous
IPSPs recorded in the postsynaptic cell, but are later depressed."° Both spontaneous
and evoked IPSPs decline with no change in the response to iontophoretic GABA,
suggesting that the depressant effects of kainic acid receptor activation are presynaptic,
although the exact mechanism has not been determined. Interestingly, folic acid, a
vitamin that contains glutamic acid as a constituent and binds to kainic acid receptors,
also blocks GABAA IPSPs. ss The effects in this case, however, are probably postsynap-
tic rather than presynaptic because folic acid blocks iontophoretic GABA responses.
Finally, at least some interneurons seem to "follow" afferent stimulation only
poorly5

2.1
9 ; some undefined failure of excitatory transmission onto the interneurons or

of cell responsiveness occurs.

EVIDENCE FOR PRESYNAPTIC INHIBITION OF INPUT TO
GABAergic INTERNEURONS

Acetylcholine has complex actions on GABAA-mediated inhibition. Activation
of muscarinic receptors (mAChRs) depresses excitatory transmission via presynaptic
inhibition.""Q Depression of evoked GABAA IPSPs by cholinergic agonists has also
been reported, "

1. 
2 -4 and a presynaptic inhibition of GABA release was the suggested

mechanism, although presynaptic inhibitory effects of synaptically released ACh have
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evidently not been found. We have recently found, however, that mAChR activation
with carbachol increases the frequency of spontaneous IPSP input to pyramidal cells;
spontaneous IPSP size does not decrease even when evoked IPSPs are reduced95 (Pitler
and Alger, unpublished observations). This effect is persistent and independent of the
membrane depolarization caused by carbachol. The increased frequency of spontaneous
IPSPs is best explained by an increase in the excitability of the interneurons. Spontane-
ous IPSP persistence implies that evoked IPSP depression was not due to block of
GABA release per se, or to any postsynaptic factors. Perhaps presynaptic inhibition
of excitatory synapses onto the inhibitory interneurons accounts for evoked IPSP
depression. Increase in spontaneous IPSP frequency indicates that mAChRs directly
excite GABA interneurons. This hypothesis is in agreement with other observations
that ACh transiently hyperpolarizes neocortica 9b and hippocampal" neurons by excit-
ing GABA interneurons prior to depolarizing the principal cells. In dentate gyrus
muscarinic activation of interneurons may induce a GABAB-mediated inhibitory
effect,9" although previous pharmacological data had suggested the induced inhibition
might be GABAA mediated.9" Activation of GABA interneurons in CA l by muscarinic
agonists is consistent with a great deal of anatomical work indicating that many
muscarinic fibers terminate in the zone populated by the interneurons.°° This circuit
appears to be activatable physiologically because stimulation of cholinergic axons
causes an increase in spontaneous IPSP frequency during the resultant muscarinic slow
EPSP (Pitler and Alger, unpublished observations). The results suggest a novel mode
of regulation of GABAA inhibition by muscarinic agonists, namely, switching of control
by one afferent system to control by another.

Norepinephrine, acting via an a-receptor, has effects on the GABA system that
are strikingly similar to those of carbachol in the CAI region." Both GABAA- and
GABAB-mediated evoked IPSPs are reduced with no charge in iontophoretic GABA
responses; spontaneous IPSP frequency is enhanced. Of the explanations suggested by
Madison and Nicoll,4 one was that norepinephrine has a direct excitatory effect on
the inhibitory interneurons and a presynaptic inhibitory effect on the afferent excitatory
fibers to the interneurons. Presynaptic inhibition mediated by a-receptors in the hippo-
campus is not as well established as in mAChR-induced presynaptic inhibition, and
more is needed to determine the site of action of norepinephrine. It will also be necessary
to learn if synaptically released norepinephrine affects GABA interneurons.

USE-DEPENDENT IPSP DEPRESSION

Repetitive stimulation depresses hippocampal evoked IPSPs, in some cases both
the GABAA- and GABAB-mediated components.6 7.

1" -10 Although, as discussed below,
much of the depression is due to postsynaptic factors, some of it is probably attributable
to the presynaptic phenomena discussed above. GABAA and GABA responses differ
greatly in their receptors. ionic mechanisms, second messenger involvement, and post-
synaptic sites of susceptibility to modification. Most work on postsynaptic mechanisms
of IPSP depression thus far has focused on use-dependt.it depression of the GABAA
IPSP. and results from this work are emphasized.



FIGURE 4. Typical acrobatic tasks used with AC rats. (Lower portion is reproduced with
permission from Black et at ')
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GABA RECEPTOR DESENSITIZATION

The first widely recognized postsynaptic factor was "desensitization": a decrease
in neurotransmitter-activated conductance produced by a given dose of transmitter.
Prolonged GABA applications result in a decrease in the GABAA-activated conduc-
tance in hippocampus. 67" .

'O6.m" There is no evidence for desensitization of the GABAn
conductance. In view of recent demonstrations of decreased GABAA receptor respon-
siveness resulting, for example, from interactions of second messengers, increases in
intracellular calcium, and phosphorylation factors, it is possible that what has been
called GABAA "desensitization" will not be explained by a simple unitary mechanism.
Here the word refers to a decreased GABAA conductance attributable solely to the
prior application of GABA. Some data suggest that desensitization can be influenced
by the permeant anions in the recording electrode. In acutely isolated hippocampal
cells using the whole-cell voltage-Jamp technique, desensitization is greater when the
intracellular Cl concentration ([CI ],) is high than when it is low."" These results
suggest that the degree of desensitization might vary with the physiological conditions.
Apart from one early report,'' however, there has been little evidence that repetitively
activated IPSPs decline because of desensitization. Either most stimulus paradigms
used to study use-dependent IPSP depression are insufficient to induce substantial
desensitization ofsynaptically released GABA. or the direct GABA application method
of testing for desensitization is inadequate to detect it.

SHIFTS XBA, REVERSAL POTENTIAL

There is other evidence that desensitization is not a major factor in GABAA IPSP
depression with repetitive stimulation. Wong and Watkins17 observed that following a
train of synaptic stimuli an intradendritically recorded response to a pressure pulse of
GABA changed polarity from a hyperpolarization to a depolarization; a depolarizing
shift in the GABA reversal potential (EiADA) apparently occurred. Experimentally
induced increases in extracellular potassium ([K ]o) facilitated this process. McCarren
and Alger " 2 found that repetitive synaptic activation of IPSPs in CAI cells caused a
clear shift in the reversal potential of the IPSP and the iontophoretic GABAA response
and suggested that accumulation of Cl , was responsible. Concomitant stimulation-
induced changes in [K '],, implied that the shifts in Ec might have been brought about
by the dependence ofCI , on the transmembrane K' gradient under the quasi-Donnan
equilibrium conditions that prevail in neurons. The magnitude of the inhibitory GABA
current is directly related to the driving force on Cl . so a depolarizing shift in E(.,
which decreases the driving force, will decrease inhibitory current. Because the balance
between excitation and inhibition is often quite delicate, this may represent an impor-
tant mechanism of IPSP regulation during repetitive stimulation.

Increases in [K ], induce epileptiform burst activit- - hippocampal slices,"
5 
HI

evidently via depression of GABAergic inhibition.''' Inc] es in [K '], subsequent to
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block of the Na /K ' pump inhibition with high concentrations of ouabain also in-
crease epileptiform activity, probably associated with a decrease in IPSPs.1 2 Ouabain
does cause shifts in the reversal potentials for both the GABAA and GABA, IPSP."
McCarren and Alger' found that dihydroouabain, a less potent cardiac glycoside.
also resulted in epileptiform bursting and depression of IPSPs. Negligible increases in
[K ' ],, were produced by the comparatively low doses of dihydroouabain used, however,
implying the involvement of factors apart from increased [K' ],, in both induction of
hyperexcitability and IPSP depression,

Besides hyperpolarizing pyramidal cells, GABA can depolarize them when applied
in the dendritic region. 24

6 h
"7  The depolarization is most readily demonstrated

with direct GABA application, but under certain conditions synaptically released
GABA also depolarizes the cells. 24

.t.1 Depolarizations seem to require higher
concentrations of GABA for induction and may be caused by activation of an unusual,
perhaps "extrasynaptic," GABA, receptor. The ionic mechanism of this effect is not
understood; Cl probably participates and, in dentate gyrus at least, may fully account
for the depolarization.'' 7 The functional role of the depolarization is similarly unclear.
Depolarization could offset the inhibitory effectiveness of a hyperpolarizing response.
and increases in GABAergic depolarizations could be inc'ved in the depression of
IPSPs.

In acutely isolated neurons, contributions of both desensitization and shifts in [K ,,
can be eliminated or controlled. Nevertheless, Huguenard and Alger' 7 found that
marked shifts in E,AA continued to occur in response to repetitive application of brief
pulses of GABA. Because the GABAA response could be fully accounted for by Cl
permeability, alterations in E,,H, were equivalent to alterations in Ecl. Changes in
transmembrane ionic gradients under these conditions were remarkable for several
reasons, one of which being that the cell was impaled with a large-bore pipette, and it
might be assumed that the mobile intracellular constituents are identical to those in
the pipette. These results emphasize. however, that the entire cell is not continuously
controlled by pipette constituents. Apparently, in the very near neighborhood of the
membrane, tiny surpluses or deficits of ions can cause shifts in measured equilibrium
potentials. In any event, these results confirmed that the Cl gradient is very labile.
One criticism of our results " ' - is that they were obtained at 22-24 'C, temperatures at
which ion transport mechanisms operate more sluggishly than they do at physiological
temperatures."' Nevertheless, the experiments were important in demonstrating that
Cl accumulation can contribute to the shifts in E.s, measured in slice experiments.
Thompson and Gahwiler. working at 35 'C, recently reported shifts in the reversal

potential of the GABAA-induced current in voltage-clamp experiments in cells in the
hippocampal organotypic slice culture. 5 "' Their results supported and extended the
earlier observations. Thompson and Gahwiler also directly demonstrated a role for
[K - ],, by showing that reducing [K" ],, in the bathing solution reduced the change in
IPSP driving force, without affecting the decrease in IPSP conductance brought about
by repetitive stimulation.

ROLE OF Ca" AND "PHOSPHORYLATION FACTORS"
IN GABA RESPONSE

Stelzer. Wong. and colleagues have observed that increases in intracellular Ca ' -

concentration ([Ca 2 ],) depress GABAA conductance. Increases in Ca' - influx suppress
the GABA,-activated C) conductance in frog sensory neurons by decreasing the
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apparent affinity of the GABAA receptor for GABA) 2° Intracellular injection of
EGTA, however, did not prevent the reduction in GABA response due to Ca2 ,. Direct
evidence for the regulation of GABAA conductance by Ca2 has been provided by
Chen et at.'-" using an intracellular perfusion technique in acutely isolated cells that
permitted study of GABA responses as a function of [Ca2 i. Increased [Ca2"], did, in
fact. decrease the GABAA-mediated conductance. Stelzer et al. 22 and Chen et at ,2
showed that "phosphorylation factors" were responsible for down-regulation of the
CiABA response caused by Ca 2', Maintenance of the GABA, receptor function
required Mg-ATP, and, conversely, depression of the GABAA response was speeded
by phosphatase perfusion. The conclusion of these studies was that the GABAA receptor
function is jointly controlled by the interplay between [Cal'), and a phosphoryla-
tion-dephosphorylation mechanism. Although extracellular cAMP can reduce IPSPs
through a kinase-independent mechanism,22 " phosphorylation mediated by the cata-
lytic subunit of protein kinase A reduces GABAA IPSPs in cultured spinal neurons.,22b
The beta subunit of the GABA, receptor is a substrate for both protein kinase A and
C. 

1 22
,

Increases in [Ca 2' l, induced bv physiological activity, may reduce the effects of
synaptically released GABA. IPSPs were recorded from CAi pyramidal cells with
KCI-filled microelectrodes. A train of action potentials enhances Cal' influx and
activation of a Cal' -dependent K* afterhyperpolarization (AHP).12

1-1
27 Spontaneous

IPSPs were blocked during the AHFP. The AHP was not responsible for the IPSP block,
however, because IPSPs were still blocked by direct stimulation in the presence of
carbachol, which blocks the AHPVY,' 2'2 The IPSP decrease by action potential firing
occurs in the presence of D-2-amino-5-phosphonovalerate (to block NMDA receptors)
and phaclofen (to block GABAI receptors), and so is not secondary to the release of
other neurotransmitters. IPSPs were not decreased by trains of action potentials follow-
ing intracellular injection of Cal ' chelators, implying that Ca2 that entered through
voltage-dependent channels was the active agent.

LONG-TERM CHANGES IN IPSPs

Stimulus paradigms that produce LTP of excitatory transmission have sometimes
been found to cause lasting decreases in inhibitory transmission, -2 ' but often do not
decrease IPSPsI" 2v- GABA responsiveness," 4 or the response of GABA interneurons
to synaptic stimulation." Long-term depression of GABA transmission is not necessary
to induce or maintain LTP; induction proceeds quite well in the absence of IPSPs13 5

and is. indeed, abetted by pharmacological blockade of inhibition.' As discussed
above, transient IPSP depression accompanies trains of stimuli used to induce LTP.
Feedforward IPSPs overlap and truncate EPSPs.Z When IPSPs are pharmacologically
blocked. EPSPs are markedly enhanced in size.'"" GABAE,-mediated IPSP depression
facilitates the development of LTP, " ' I1h and, indeed, Davies et al. report that activa-
tion of presynaptic GABAB receptors by released GABA may be a crucial factor in
LIP induction.'2  Perhaps most importantly, the NMDA component of glutamatergic
response is released when GABAergic IPSPs are blocked.'"' Because NMDA receptor
activation is an essential step in the induction of LTP," 6 the transient depression of
IPSPs induced by the stimulus train evidently serves an important permissive role in
"gating" LIP processes (see reference 140). Long-term depression of IPSPs would not
be required. Two features of this idea deserve emphasis: I) the importance of feedfor-
ward inhibition, which, because it acts concurrently on the EPSP, prevents the crucial
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LTP induction step from occurring, and 2) the transient nature of the IPSP reduction.
If depression of IPSPs serves the function of a gate, opening to allow LIP to take
place, then it might be important that, under most circumstances, the gate closes after
it has briefly opened. Specificity, both temporal and spatial, may be best achieved in
this way. The finding that quantal GABA events result from activation of only a few
ion channels", "4h may be especially important, since so few channels could easily be
turned on or off by regulatory factors.

Persistent IPSP depression can occur, however, usually under circumstances that
model pathological change. Repeated bouts of stimulation of afferent pathways in
the slice can cause "kindling"-a model form of epileptic discharge-and a gradual
reduction of spontaneous IPSPs in CA I cells."24 Blockade of this effect by D-2-amino-5-
phosphonovalerate implicates NMDA receptor activation as a necessary element. The
reason for the persistent IPSP depression by NMDA receptor activation is not known,
but a role for Ca2 *, is suggested by the data reviewed above. Connor et aL "' showed
that NMDA receptor activation leads to a prolonged Ca-' entry into CAl cells in the
acute'y isolated neuron preparation. An increase in Ca2 , alone may not be sufficient
for the prolonged effect, however, because Ca -dependent IPSP depression following
vigorous action potential firing in rat pyramidal cells (Pitler and Alger. unpublished
observations) produced only a transient IPSP reduction. Apparently additional features
of the NMDA-induced depression account for its more pronounced effects.

In some cases"""' LTP production in CA3 has been accompanied by a lasting
IPSP depression. In addition. Miles and Wong"" showed, using paired-cell recording
techniques, that latent excitatory synaptic connections between two hippocampal CA3
cells could be revealed by repeated tetanic stimulation of afferent fibers. Initially stimu-
lation of one of the cells in a pair did not produce a synaptic response in the second
cell; they were not demonstrably coupled. Following repetitive activation of afferent
fibers in the slice, a synaptic connection between the cells was revealed when direct
stimulation of one elicited a synaptic response in the other. The pair had evidently
possessed the anatomical capability of interacting physiologically, but were not able to
do so because they were functionally disconnected by GABAergic inhibition. Associ-
ated with the induced physiological detectability of the latent synapses was a depression
of IPSPs. The hypothesized role of IPSP reduction in revealing the connections was
strengthened by the demonstration that pharmacological blockade ofGABAA receptors
also led to a higher incidence of excitatory connections between nearby, but randomly
selected, pairs of cells than was seen in control conditions.1'01, 4 2

The reason for the disparate observations regarding long-term IPSP depression is
a mystery. Most often, however, persistent IPSP depression has been found in guinea
pig CA3 neurons, whereas only transient IPSP depression is seei in studies of rat CA 1
cells, suggesting possible species or cell-type differences. It may also be relevant in this
context that, of ten studies of the effects of repetitive stimulation of afferent pathways,
the five reportin6 some evidence for persistent IPSP reduction "" "

H  11
0 1 '114 used

[Mg' 1. from 1.0 to 1.5 mM. whereas the five that found no lasting IPSP depres-
sion"' ,'I 1" used [Mg-"],, from 2.0 to 4.0 mM. Magnesium ions block NMDA
channels. 4 ' and hence the lower concentrations of Mg-" may have led to prolonged
IPSP block via NMDA receptor activation.

ENDOGENOUS FACTORS CAN INCREASE GABA, RECEPTOR
ACTIVATION

Most is known about GABA system modulation bh suppression. Certain endoge-
nous factors can enhance GABA responses as well, however, although there is no good
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evidence for a physiological role for any of these factors yet. Majewska et al. I" found
that metabolites of the steroid hormones progesterone and deoxycorticosterone act on
the GABA receptor, enhancing and prolonging GABA actions as barbiturates 4 ' and
steroid anesthetics 4 ' do. The metabolites are present in the CNS and hence could act
as physiological regulators. Carlen et al. ' reported that arachidonic acid and its
hepoxilin metabolites enhance both GABAA and GABAB IPSPs in the hippocampus.
Arachidonic acid is generated by a number of hippocampal neurotransmitters, includ-
ing acetylcholine 4 and glutamate,14

1 and so a physiological role for this action is
conceivable, although some of these neurotransmitters do not increase, or in fact
decrease, GABA actions. Thus the link between these neurotransmitters and the arachi-
donic acid actions is tenuous at present.

In acutely isolated hippocampal neurons GABA, responses can be potentiated by
low concentrations of glutamate, several glutamate analogues, and even the NMDA
receptor antagonist D-2-amino-5-phosphonovalerate.' Because endogenous glutamate
in the hippocampal slice achieves levels of 50 tuM,"' the potentiating effect of low
concentrations of glutamate would appear to be maximal in resting conditions. It is
hard to envisage a regulatory role for glutamate unless resting levels are lowered.

POSTSYNAPTIC REGULATION OF GABA, POTENTIALS

The postsynaptic actions of G protein-linked neurotransmitter receptors such as
the GABA, and adenosine receptors are subject to regulation by protein kinase C""l
and receptor systems that activate the phosphatidylinositol-protein kinase C s tem."
Baraban et al.' reported that, among other effects, ohorbol esters block the GABA.-
mediated slow, IPSP in hippocampus. Subsequent work indicated that phorbol esters
and muscarinic agonists that cause phosphatidylinositol breakdown block the effects
of iontophoretically applied adenosine and baclofen. " Muscarinic agonists that are
sseakly coupled to phosphoinositide breakdown' were commensurately less potent in
inhibiting the G protein-linked neurotransmitter effects. In a recent twist, Muller and
Misgeld" hae confirmed that muscarinic agonists block baclofen, but not the GABA,
conductance activated by GABA itself, and raise the question as to whether the sam,
(iAlHA, receptor is involved in all cases. (A similar suspicion is raised by Segal's rec'
data ") A possible physiological role for these muscarinic actions was proposed based
oil evidence that the depressive effects of adenosine on hippocampal field potentials
could be relieved by repetitive stimulation that activated the muscarinic slow EPSP.4 2

(hien the numerous possibilities for regulation offered by G protein-linked systems,
disco,.cr, of other postsynaptic mechanisms of GABAI, regulation will not be sur-
prisming

CONCLUSIONS

[or mans scars Roberts.' Krnievic. t ' and others have championed the idea of
iA BAcrgic disinhibition as a major regulatory principle in the brain. The w.ork re-
Wset\d here supports this h pothesiN by emphasizing the wide variety of mechanisms

a. ,~ able to effect disnhibition. The diversity of disinhibitory mechanisms leads to the
spci;Ii aon1 1 thai suhtle distinctions exist among the physiological consequences of each.
, ia; that a irle?, of functions is served by disinhibition Although the importance of
gi ,, disruption of (iA;Aergic inhioition in the etiolog of epileptiform activits has
bcen e deurit for mans sear, see references I and 5 7 for re,,ies). the functional
nmplicaion, of more modest alterations in inhibition are _just emerging Principles

dc eslopcd from sork on insertebraie ,, stems seem likely to apply to mammalian CNS
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In reviewing the invertebrate work, Getting' has emphasized that "operation of a
neural network depends on interactions among multiple nonlinear processes at the
cellular, synaptic, and network levels," aiid that "modulation of these underlying
processes can alter network operation." Anatomical connectivity provides the sub-
strate; functional connectivity reflects the moment -to-moment pattern of network inter-
actions. A functional circuit can involve a subset of the neurons within an anatomical
circuit or a pattern of functional connections that can be modified. Transient IPSP
depression can act as a gate that temporarily allows stronger or more direct connections
to exist between neurons and facilitates LIP induction, thus stabilizing the strengthened
connections. Persistent IPSP depression establishes lasting realignments. Increased
inhibition can disconnect cells intimately connected. Selection of discrete functional
neuronal circuits from among the myriad of anatomical circuits is likely to be a major
consequence of fine-scale intervention in the workings of the GABAergic system. A
crucial task for the future will be the elucidation of the roles played by GABAergic
inhibition in shaping the functional neuroanatomy of the brain.
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The operations of neural networks, including those in the central nervous system, are
generally agreed to be the product of 1) the patterns of interconnections among neurons
within a given network, 2) the types of interactions that take place at the points of
synaptic contact, and 3) the intrinsic physiological properties of the neuronal elements. '
Alterations in cellular processes within each of these categories would be expected to
modify network behavior and ultimately animal behavior. Sprouting or withdrawal of
axon collaterals, increases or decreases in the efficacy of already existing synapses, or
alterations of the firing properties of neurons could each result in a different output for
a given fixed network input. In recent years significant advances have been made in
understanding the cellular and molecular events that underlie different forms of plastic-
ity in both vertebrate and invertebrate neuronal systems. Studies reviewed in this
"olume attest to moe progress made in understanding a variety of activity-dependent
alterations in neurons. How such changes can modify behavior have been described in
some simple systems. However, our understanding of use-dependent alterations of
network functioning in the mammalian brain is far from resolution.

Even less is known about the ontogeny of neural networks. With the advent of in
vitro slice procedures, local circuits within brain regions became available for detailed
neurophysiological investigations. However, only recently have laboratories explored
such preparations to understand alterations in the behavior of local circuits during
CNS maturation. 2' Results from studies of the hippocampal slice suggest that, during
a critical period early in postnatal life, the CA3 hippocampal neuronal network has a
marked capacity to undergo synchronized discharges.4 This period of hyperexcitability
appears to coincide with the time when CA3 pyramidal cells possess an overabundance
of recurrent excitatory axon collaterals.
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INTRACELLULAR RECORDINGS OF LOCAL CIRCUIT SYNAPTIC
INTERACTIONS IN IMMATURE HIPPOCAMPUS

When intracellular recordings are obtained from slices taken from rats 1-2 weeks
of age, responses to electrical stimulation of afferent fiber tracts are quite different from
those reported in mature hippocampus. In individual mature pyramidal cells a single
orthodromic stimulus usually generates a brief excitatory postsynaptic potential (EPSP)
followed by a prolonged hyperpolarization. - This hyperpolarization has been shown to
consist of two inhibitory postsynaptic potentials (IPSPs) mediated by GABAA and
GABA receptors.' With repetitive stimulation the cells often undergo a tonic hyperpo-
larization. which is likely due to the temporal summation of these IPSPs.7 During a
prolonged train of stimuli the membrane potential can slowly return to resting potential;
in some instances, it will overshoot and the cell will depolarize. Immediately following
a train, a response to a single orthodromic stimulus is quite different from that of the
pretetanus control period. IPSPs are often depressed, and pronounced depolarizations
can be recorded."'

FIGURE 1 shows recordings from the CA3 subfield of a hippocampus taken from
a rat on postnatal day 16. These are markedly different from their counterparts in
adults. It has been previously demonstrated that responses to single orthodromic or
antidromic stimulation at this time in life can be similar to those recorded in mature
hippocampus.' However, prolonged depolarizing responses can occur. FIGURE 1 shows
an example of such events. The response labeled "a" consists of a slow depolarization
that produced several action potentials. When a relatively low-frequency train of nine
orthodromic stimuli was applied, the depolarization temporally summated. Immedi-
ately after the train unusually intense and prolonged depolarizing responses were
recorded. Responses gradually returned to pretetanus control values over the next few
minutes. Panel B shows that as few as eleven electrical stimuli produced self-sustained
discharges that persisted for more than 30 sec. This record differs dramatically from
the results reported in mature hippocampus. Typically only brief bursts of action
potentials occur.' Only after repeated and prolonged trains of stimuli do slices from
older animals produce prolonged discharges like those shown in Panel B."0 Thus the
sensitivity of the developing hippocampus to repetitive stimulation is unusual at this
stage of postnatal life. Consequently, studies have been undertaken to determine the
physiological processes underlying this form of hyperexcitability.

One clue to the underlying processes was obtained during the course of recordings
such as those shown in FIGURE 1. Usually large and prolonged spontaneous EPSP-
and IPSP-like potentials were often observed in baseline recordings. FIGURE 2 shows
an example of such spontaneous events. In this instance the events were primarily
depolarizing. It seemed very unlikely that such events were simply unitary synaptic
potentials like those obtained in intracellular recordings in mature hippocampus. In-
stead, they appeared to be more complex, network-driven bursts of synaptic potentials. 2

In support of his contention are the following nhqervations. In addition to the potentials
being large (5-10 mV) and prolonged (100-500 msec), they often had very complex
waveforms. Bursts of such potentials were routinely recorded simultaneously in cell
pairs during dual intracellular recordings. The frequency of these events does not
change with alterations in membrane potential. One further observation that suggested
that these events were network driven was that, simultaneous with the intracellular
potentials, negative field potentials were recorded in the basilar dendritic layer (Traces
B in FIG. 3). The amplitude and time course of the field potentials covaried with those
of the simultaneously recorded intracellular events. Thus, the field potentials likely
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FIGURE 1. Simultaneous intracellular (1) and extracellular field (2) recordings from the CA3
subfield of hippocampus taken from a postnatal day 16 rat. Recordings were made in normal
medium. The intracellular microelectrode was positioned in the cell body layer while the field
electrode was placed extracellularly in the infrapyramidal zone (proximal portion of basilar
dendritic layer). During recording in Panel A. a train of orthodromic stimuli (2 Hz) was given.
Selected responses a. b, and c are shown at a faster time base below. A slightly longer train of
stimuli was given in Panel B. This resulted in a self-sustained discharge. In this panel the neuron
was hyperpolarized with DC current. The resting potential of the cell was -61 mV. A dot
between traces indicates the application of an electrical stimulus (100-fsec square-wave constant
current pulse).
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reflect the generation of synaptic events simultaneously in a number of hippocampal
pyramidal cells. The synaptic potential bursts can be recorded in isolated segments of
the CA3 subfield. Thus they are not produced by networks of dentate granular cells or
CAI hippocampal neurons.

Further support for the idea that the intracellular bursts are synaptically gcnerated
is that their amplitude was a monotonic function of the membrane potential.2 Reversal
potentials could differ from cell to cell, however. This latter property would be explained
if the events were mixtures of local circuit synaptic potentials and if different cells
received different complements of inhibitory and excitatory synaptic inputs. This notion
was supported bv nharmacological studies in which GABA A receptor antagonists were
applied locally to regions in the slice where bursts of synaptic events were recorded.
FIGURE 3 shows that, when microdroplets of bicuculline were applied to slices near the
intracellular recording pipette, both the synaptic potential bursts and simultaneously
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FIGURE 2. Bursts of synaptic potentials were recorded intracellularly (A) and were coincident
with the occurrence of small negative field potentials (B) in the infrapyramidal zone. Panels 1, 2.
and 3 show spontaneous activity in three 20-sec epochs taken from an immature rat hippocampal
slice. The latter portion of traces in Panel 3 are shown in Panel 4 at a faster time base.

recorded field potentials were dramatically increased in amplitude. This effect is likely
explained by elimination of GABA IPSPs that would tend to hold the membrane
potential near resting. Furthermore, current shunting by the IPSPs would attenuate
depolarizations generated by simultaneous EPSPs. It is also possible that by blocking
IPSPs the number of pyramid-! cells that excite each other via recurrent excitatory
pathways would increase since the ability of inhibitory interneurons to prevent the
spread of excitation through local networks of mutually excitatory pyramidal cells
would be suppressed (Miles and Wong," see discussion below).

Because the bursts occur spontaneously, it seemed likely that they would also be
entrained by electrical stimulation. Thus they might contribute to responses such as
those shown in FIGURE 1 Indeed, the bursts of synaptic events were easily elicited by
orthodromic stimulation. Panel I of FIGURE 4 shows an example of a spontaneous
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FIGURE 3. Local application of bicuculline dramatically increases the amplitude of depolarizing
components of synaptic potential bursts. Panel I is a slow time base recording of intracellularly
recorded bursts of synaptic potential (A) and simultaneous extracellular field potentials (B). At
the dots bicuculline (l00IM) was pressure injected into the cell body layer near the recording
electrodes. Panels 2. 3, and 4 show events indicated by the arrows at a faster time base. In panel
2, bicuculline had yet to exert its effect. Notice changes in calibrations between Panel 2 and those
in Panels 3 and 4.

event and another event evoked in the same cell. At threshold stimulation strength the
bursts often occurred in an all-or-none manner and after long delays, suggesting a
network origin. With increasing stimulus intensity their latency decreased. Panel 3
shows that with further increases in stimulus intensity the evoked events increased in
amplitude. Thus, it seems likely that the orthodromically elicited prolonged depolariza-
tions in Panel I of FIGURE I are produced at least in part by synaptic events resulting
from the discharge of local neural networks.

RECURRENT INHIBITION AND NETWORK FUNCTION IN
IMMATURE HIPPOCAMPUS

Synchronous bursts of synaptic potentials such as those shown in FIGURES 2, 3 & 4
have not been reported in mature hippocampus under normal physiological conditions.
However, Schneiderman 2 and Miles and Wong"' 3 have recorded such events in CA3
hippocampal neurons once GABAergic synaptic transmission was partially suppressed,
either by application of GABAA receptor antagonists or tetanic stimulation. Thus the
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existence of these events under normal conditions in developing hippocampus might
suggest that recurrent inhibition is not fully developed early in postnatal life. However,
results of intracellular recordings from a number of laboratories have shown that
synaptic inhibition is well developed early in postnatal life in the CA3 subfield.2' In
the rat, measures of antidromically elicited IPSPs made on postnatal days 4-6 were
similar to those obtained in month-old rats. During the second postnatal week IPSP
conductances were actually larger than those recorded in older animals. Thus it appears
that the marked propensity of the CA3 neurons to generate network-driven bursts of
synaptic potentials early in postnatal life cannot be explained simply by a deficit in
local circuit synaptic inhibition.

Support for the notion that GABAergic synaptic transmission plays an important
role in local-circuit functioning early in postnatal life comes from studies in which
GABA., receptor antagonists have been added to slices as microdroplets (see FIG. 3)
or by bath application. When GABA, antagonists, such as penicillin, are added to
slice perfusate, rhythmic synchronized discharging of the developing CA3 hippocampal
subfield occurs.' Such discharges are very reminiscent of, if not identical to, those that
occur during electrographic seizures recorded in vivo. Traces B in FIGURE 5 show
examples of such events. The discharges occurred spontaneously in the presence of
penicillin and cycle hctween brief and prolonged electrographic events. In contrast,
slices from adult rats generate only brief discharges as shown in Traces A. While the
differences between these recordings in immature and mature hippocampus are dra-
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FIGURE 4. Intracellularly recorded synaptic potential bursts (A) and coincident extracellular
field potentials (B) can be recruited by low-amplitude orthodromic stim lation. Upper traces in
Panel I show a spontaneous burst of synaptic potentials and a coincident field potential recorded
in subfield CA3a. The middle traces show that at stimulus threshold the events can be elicited
but at a long latency. In the lower traces the same stimulus failed to produce a response. Panel
2 shows that increasing the stimulus intensity decreases the latency of the events. A higher
stimulus strength was used in events A2-12. Panel 3 shows that further increases in stimulus
intensity produce increasingly larger responses, The stimulating electrode was positioned in
stratum iucidum of CA3c. Dots between traces indicate time of stimulus (100-tsec square-wave
pulse) application
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matic, they share two common features. First, at either age such events are never
recorded under normal conditions. Second, they are both produced by the suppression
of synaptic inhibition. Thus synaptic inhibition appears to play a central role in network
functioning throughout life, but evidently it has an even more pronounced role in
regulating network behavior in the immature brain.

Miles and Wong" have examined the mechanism by which GABA receptor antago-
nists produce their effect on network operations in mature hippocampus. Their results
suggest that GABAergic interneurons normally limit the spread of excitation through
networks of synaptically interconnected CA3 hippocampal pyramidal cells. Dual intra-
cellular recordings15 as well as anatomical studies of single pyramidal cells filled with
horseradish peroxidase" have shown that each CA3 pyramidal cell activates neigh-
boring cells through a network of local recurrent excitatory axon collaterals. It has
been suggested that each pyramidal cell makes contact with as many as 20 other
pyramidal cells (see, for example, Traub and Miles"+). However, since thousands of
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FIGLRE 5. Comparison of spontaneous field potentiais recorded in a hippocampal slice from a
mature rat (A) and an I I -day-old rat pup (B). The synchronous discharging of the CA3 population
%as produced h. bath application of 1.7 mM penicillin. Extracellular field recordings were made
from the cell body layer. The events outlined in the frames of Panel I are shown in Panel 2 at a
faster time base (From Swann et al." reproduced by permission of Alan R. Liss, Inc.).

pyramidal neurons are present in the CA3 subfield of a hippocampal slice, the likeli-
hood, based on chance alone, of impaling two cells that are monosynaptically coupled
is remote. Indeed, under normal conditions action potentials in a single pyramidal cell
rarely (2% of pairs) produce EPSPs in a second simultaneously impaled neuron,"
However. in the presence of GABA antagonists, the frequency of excitatory synaptic
interaction between pyramidal cell pairs increases dramatically.'" These synaptic inter-
actions have been shown to be polysynaptically mediated.

The most parsimonious explanation for this latter observation is as follows. When
a pyramidal cell discharges it activates not only other nearby pyramidal cells but also
inhibitory interneurons that use GABA as their neurotransmitter. The basket cell of
the hippocampal formation would be one such cell type. Discharging of basket cells in
response to pyramidal cell input would result in disynaptically mediated IPSPs in
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hundreds of nearby pyramidal cells. These IPSPs would tend to prevent neuronal
discharging. Thus, the likelihood that second-order pyramidal cells will fire in response
to discharging of the first pyramidal cell would be small when inhibitory interneurons
are functional. When synaptic inhibition is blocked by GABA antagonists, IPSPs will
not occur, and the discharging of the second-order pyramidal cells would now be much
more likely. These cells in turn would excite many other cells through their own local
recurrent excitatory collaterals, and a cascade of excitation through the local network
would occur. Thus, if two pyramidal cells are impaled when GABA IPSPs are blocked.
one would be more likely to record EPSPs, although usually these would be polysynapti-
cally mediated. As discussed above, this is exactly what is observed experimentally.
Indeed, often pairs of pyramidal cells that are not synaptically coupled in normal
medium became polysynaptically coupled after application of GABAA receptor antago-
nists.

On the basis of this concept of network functioning and the role that GABA
synaptic inhibition seems to play in immature hippocampal networks, one may attempt
to explain why repetitive activation of hippocampal neural networks early in life
generates prolonged depolarizations and synchronized discharges (see FIG. 1). One
explanation is that with repeated activation the effectiveness of GABA synapses is
diminished. Actually, use-dependent deprcssion of GABA IPSPs is well documented
in the hippocampal formation 7

. and the physiologic mechanisms underlying this de-
pression have been studied extensively." By contrast EPSPs are usually not depressed
by repeated activation but instead are most often potentiated by such patterns of
activity. As suggested earlier, orthodromic stimuli recruit small networks of neurons
in immature hippocampus. These produce complex synaptic bursts that are mixtures
of both EPSPs and IPSPs. If during repetitive stimulation the IPSP components of the
bursts become selectively depressed. then one would expect that trains of such stimuli
would result in large prolonged depolarizations like those recorded when GABA,
antagonists are applied (FIG. 3). Indeed, that is what is observed upon repeated stimula-
tions such as those employed in FIGURE 1, Panel I. Furthermore, if repetitive stimula-
tion is excessive, GABA IPSPs may be suppressed to such a degree that prolonged
discharges such as shown in FIGURE 5 would be recorded. This also can occur as
illustrated in FIGURE 1, Panel 2. Thus results suggest that one use-dependent feature
of developing hippocampal networks might be ascribed to activity-dependent suppres-
sion of local circuit synaptic inhibition. However, one fundamental observation still
remains unexplained. Why is network behavior so different in immature hippocampus
once GABA inhibition is suppressed?

RECURRENT EXCITATION AND NETWORK FUNCTIONING IN
IMMATURE HIPPOCAMPUS

Recently, Traub and colleagues"' used computer simulations to study properties of
CA3 hippocampal neural networks. Their model predicts that, when synaptic inhibition
is suppressed. bursts of synaptic potentials are likely to occur. As discussed above, this
has been observed experimentally. " The model also demonstrates that the presence
of these synchronized synaptic events is highly dependent upon recurrent excitation.
When recurrent excitation is not included in simulations, synaptic potential bursts do
not occur. Furthermore, if the strength of the recurrent excitation is increased in the
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model, the amplitude of these events also incr.,ses. Because synaptic inhibition is
present in the developing CA3 subfield, the possibility exists that enhanced recurrent
excitation may be present early in postnatal life and that this is the underlyi-,g process
responsible for the occurrence of synaptic potential bursts. Furthermore, the synchro-
nized discharging of larger populations of neurons that occurs when GABA inhibition
is abolished would also be explained by enhanced recurrent excitation.

One result that strongly suggests that recurrent excitation plays an important role
in the generation of the synchronized discharging is that excitatory amino acid receptor
antagonists abolish penicillin-induced discharging in immature hippocampus. '" 2 ' Since
this is in keeping with the notion that enhanced recurrent excitation may exist early
in postnatal life, recent studies have attempted to test this hypothesis more directly.
One observation consistent with this idea is that, in disinhibited developing hippocam-
pus. action potentials in an unusually high percentage of individual pyramidal cells are
able to entrain the entire CA3 population. Miles and Wong2 2 were the first to demon-
strate that. upon blockade of local circuit synaptic inhibition, action potentials in single
CA3 pyramidal cells were able to trigger a synchronous discharge of the CA3 subfield.
This finding is fully consistent with the notion of neural network behavior reviewed
above. That is, given that discharging of a single CA3 neuron produces monosynaptic
EPSPs in 20 other pyramidal cells, and that each of these cells would in turn activate
20 other cells, a cascade of excitation through the network could be produced from a
single cell, and a population discharge could ensue. In their study, Miles and Wong"
found that approximately 30% of cells could entrain the population. However. in
hippocampus from one- and two-week-old rats, we have found that over 60% of cells
have this capacity.

Dual intracellular recordings performed in one-week-old rats also suggest that an
overabundance of recurrent excitatory synapses may be present at this time. The
frequency of synaptic interaction recorded in pairs of CA3 pyramidal cells in disinhib-
ited slices taken from 10-16-day-old rats is unusually high. In 51% of 150 paired
intracellular recordings, action potentials in one neuron of the pair produced EPSPs
in the other neuron. Thirty-five percent of these EPSPs were polysynaptically mediated
while 4% and 7% were produced mono- and disynaptically, respectively. Six percent
of pairs were mutually excitatory. These numbers are uniformly higher than those
reported under similar conditions in mature hippocampus. " " Indeed, mutually excit-
atory pairs of cells have not been reported in hippocampus from adult animals, sug-
gesting that the extent of local recurrent excitatory collateralization may be extensive
early in postnatal life.

Preliminary anatomical examination of axonal arbors from CA3 hippocampal pyra-
midal cells on postnatal days 4-6. 10-16, and 40-50 support these physiological obser-
vations." Individual CA3 cells have been filled intracellularlv with biocytin. 4 While
during the first postnatal week few axons from single neurons have been observed in
the CA3 subfield, these axons often terminate in clearly identifiable growth cones. This
would suggest that axon addition occurs during this period. By day 10 extensive
collateralization of pyramidal cell axons is observed throughout the CA3 subfield.
Markedly fewer collaterals have been observed in mature rats. Axon collaterals ob-
served during the second postnatal week have been found to be studded with hundreds
and often thousands of "fiber swellings" or varicosities. Ultrastructural studies have
shown that these are synaptic specializations."' Thus both physiological and anatomical
results support the hypothess that early in postnatal life an overabundance of recurrent
excitatory collaterals exist in the CA3 subfield and that this form of local circuit
synaptic transmission plays an important role in age-dependent changes in hippocampal
network functioning.
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AXON PRUNING: A REGRESSIVE EVENT IN HIPPOCAMPAL
NETWORK FORMATION

Over the last ten years numerous laboratories have demonstrated that early in
postnatal life a transient overproduction of axonal projections occurs in various neural
systems both in the periphery and brain (for reviews, see references 26-29). With
maturation, long axon collaterals as well as terminal arbors are pruned. The elimination
of axons and associated synaptic contacts is thought to be an important process that
underlies age-dependent rearrangements of neural networks. One of the best studied
and most dramatic examples of "exuberant" projections of axons in neonatal brain is
the interhemispheric axons of the corpus callosum.3 At birth the corpus callosum of
rhesus monkey contains 188 million axons. The adult has a complement of only 56
million axons. Axons are thought to be lost in two phases during the first three months
of life. During the first stage of regression, LaMantia and Rakic31 estimate that 4.4
million axons are lost each day. This translates into the withdrawal of 50 axons/sec.

Separate ultrastructural studies by Huttenlocher and colleagues 23 in humans and
Rakic et al. 34 in primates have also shown that the density of synapses in the cortex is
higher early in life than in the adult. Moreover, age-dependent elimination of functional
synapses has been demonstrated at the neuromuscular junction, autonomic ganglion,35

and climbing fiber innervation of cerebellar Purkinje cells)
In the rodent CNS, several groups have shown that there is a transient overproduc-

tion of markers for excitatory amino acid synapses early in postnatal life (for review,
see McDonald and Johnston"). In hippocampal studies, transient overshoots in binding
sites for excitatory amino acid neurotransmitters have been dcmonstrated. In the
rat both glutamate binding and N-methyl-D-aspartate (NMDA)-sensitive glutamate
binding exceed adult levels during the second postnatal week. In the CA3 subfield,
NMDA receptor binding reaches a maximal value by day 10. Thus neurochemical
results are consistent with the notion that, at a time when networks within th CA3
subfield demonstrate marked excitability, a transient overproduction of excitatory
synapses may exist.

EXCITATORY AMINO ACID RECEPTORS IN IMMATURE
HIPPOCAMPUS

Numerous studies of the developing visual pathways have suggested that NMDA
receptors play an important role in the consolidation of synapses and thus in the
rearrangements in network circuitry that takes place during normal brain development
(for review, see Constantine-Paton et al. 3s Schmidt, 3

' and Udin and Scherer'). Chronic
treatments with NMDA receptor antagonists have been shown to prevent ocular
dominance shifts in monocularly deprived kittens and the segregation of inputs from
normal and supernumerary eyes in tadpoles.' .4 2

In hippocampus NMDA receptors are present at times when the formation of
recurrent excitatory synapses on CA3 hippocampal pyramidal cells appears to be taking
place. One promising avenue for future study will be examination of the role that
NMDA receptors play in synapse consolidation in developing hippocampus. In this
regard it is interesting that several laboratories have reported that NMDA receptors
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in developing hippocampus have unique properties that distinguish them from those
in mature hippocampus. Ben-Ari et al. 13 have suggested that, during the first postnatal
week. NMDA receptors lack voltage depende:,,y. Nadler et aL have reported that
NMDA receptors on developing CA I neurons are less sensitive to changes in extracellu-
lar Mg" - than cells from older animals. Based on age-dependent differences in expres-
sion of binding sites from NMDA, TCP, and glycine (strychnine insensitive), McDon-
ald and Johnston 37 have suggested that a different isoform of the NMDA receptor may
exist in the immature hippocampus.

In the CA3 subfield of one-week-old rat hippocampus, NMDA receptors have a
voltage dependency resembling that of receptors in hippocampus from mature rats.
However, the voltage dependency appears to arise in a unique way. Extracellular Ca-"
appears to impart a large measure of the voltage dependency to the channel associated
with the NMDA receptor at this stage in neuronal development.45 In mature cells
Mg 2 " has this role. The impact of an NMDA Ca2 -mediated voltage dependency on
synaptic transmission and plasticity in the developing brain could be substantial. Dur-
ing repetitive activation of synapses, extracellular Ca2 transiently decreases as it
enters neurons through channels that increase Ca - permeability (see, for example.
Heinemann et al."). Among these would he the NMDA receptor channei itseif. Thus,
,pot, synapse activation, and especially during repetitive stimulation. NMDA-mediated
processes might be enhanced not only by membrane depolarization but also by a
reduction in the concentration of Ca2 extracellularly. The presence of such a unique
synaptic process could have implications for both age-dependent differences in network
functioning and the establishment of synaptic connectivity, which ultimately contribute
importantly to network behavior.

SUMMARY

Results from numerous studies suggest that the functioning of rat hippocampal
neural networks during the second postnatal week of life differs distinctly from that in
the mature brain. During this critical period, network behavior might be considered
hyperexcitable. Spontaneous network-driven bursts of synaptic potentials, which have
not been reported in mature hippocampus, are commonly observed. While these events
could be attributable to a late onset of GABAergic synaptic transmission, results
suggest that this is not the case. In the immature hippocampus orthodromic stimulation
leads to prolonged depolarizations and often repetitive synchronized discharging of the
entire CA3 population. These events are in many ways reproduced by application of
drugs that suppress GABAergic synaptic transmission. The synchronized discharging
of the CA3 population is blocked by excitatory amino acid antagonists. This finding,
coupled with our growing understanding of the role that recurrent excitation plays in
CA3 network functioning, has led to the hypothesis that the differences in network
benavior early in life may be largely attributable to an overabundance of local-circuit
recurrent excitatory synapses. With maturation, axon collaterals and attendant syn-
apses would regress to achieve an adult complement. Results from dual intracellular
recordings as well as anatomical studies of individual CA3 pyramidal cells support this
hypothesis. Unique properties of the NMDA receptor at these recurrent excitatory
synapses early in life may also promote network excitability. The participation of
extracellular Ca' * in the voltage dependency of the NMDA receptor-linked iontophore
could also contribute to synapse consolidation during maturation and thus in the
cslabhshment of network connectivity.
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Single neurons have complex morphologies and electrical properties. The surface mem-
brane is branched and probably contains different densities of channels in different
places. Many ionic voltage-dependent conductances exist with dynamics spanning a
wide range of time constants, from perhaps 0.1 msec for activation of the sodium
channel to more than 1000 msec for relaxation of a slow Ca2 -activated g,. As a
result, individual neurons fire in several distinct modes depending upon how they are
activated. I In the hippocampus, inhibitory cells and pyramidal cells may have different
firing patterns.

Further complexities arise at the level of neuronal populations. Examples of such
complexities include I) the topology of the interconnections; 2) the number of cell
types, particularly inhibitory cells (basket cells, chandelier cells, stratum lacunosum-
moleculare cells, and so on); 3) the existence of synaptic interactions that take place
on different time scales: that is, there exist different kinetics within both excitatory
and inhibitory types of synaptic interaction. For instance, we may note the rapid
(voltage-independent) actions of glutamate mediated by quisqualate receptors, as com-
pared with the slower (and voltage-dependent) actions of glutamate mediated by N-
methyl-D-aspartate (NMDA) receptors.' Again, there is the rapid action of y-aminobu-
tyric acid (GABA) on A-receptors, as compared with the slower (in latency and in
decay time course) action of GABA on B-receptors. 4

One expects, therefore, that the electrophysiological behaviors generated by even a
small population of neurons would be incomprehensible. Nevertheless, it does appear
possible to classify several distinctive types or "modes" of population activity that
occur with variations in strength of particular synapses, snecificallv the unitary conduc-
tances of GABAA- and GABAB-activated synapses. Our model describes the global
properties of a network of CA3 neurons, and does not predict precisely which neurons
will fire at which times, at least not in a manner insensitive to the presence of noise.
Indeed, our results suggest that such precise predictions may be impossible.'

Our meti,ods involve a synthesis of physiological experimentation and computer
modeling. This note concentrates on the latter: the means by which a model of in
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vitro CA3 circuitry can be created, and the types of behavior it generates. We draw
correspondences with experimental observations wherever possible.

REVIEW OF PHYSIOLOGY OF CA3 CELLS AND CIRCUITRY

Construction of a faithful model of the CA3 region requires attention to a wealth
of experimental detail on membrane channel kinetics and synaptic physiology. Yet we
must also extract underlying tunctional principles of single cell mechanisms, synaptic
organization, and emergent population behaviors. In this note, we attempt to give some
feel for both details and principles.

Pyramidal Cell Models

We have used two different models for pyramidal cells. Both employ a single or
branching cable to simulate passive electrotonic properties,6 adding nonlinear voltage-
and/or calcium-dependent conductances to simulate active membrane currents. In
the original model, four types of membrane conductances were incorporated.' The
conductances were concentrated in only one or two membrane compartments, and the
kinetics were reconstructed as best we could from current-clamp records. The original
model, when incorporated into network simulations, was quite adequate for the study
of fully and partially synchronized bursts and rhythmical population waves,"" but it
was not able-even in networks-to generate synchronized multiple bursts'' without

strong ad hoc assumptions."
Recently, we have developed a more realistic model that uses six types of ionic

conductance, each distributed across a large part of the cell membrane.' The specific
conductances are 1) a fast g,,,; 2) a high-voltage-activated g,; 3) the delayed rectifier
type of gK; 4) the A-type of transient gK; 5) the C-type of voltage- and calcium-

dependent gK; 6) the prolonged afterhyperpolarization (AHP) calcium-activated g,.
The kinetics of these conductances have been at least partially characterized from
whole-cell patch experiments performed on isolated hippocampal cells' '7 or in other
neuronal preparations. 1

2
1 In using these data to model CA3 cells, we must contend

with certain difficulties: i) Most of the experiments were done on CA I cells. We assume
the channel kinetics to be similar in CA3 cells. ii) Isolated cells lose most of their
dendrites, 2 2 yet intradendritic recordings indicate the presence of significant g,, and
g, in dendrites.-- 4 We assume that somatic and dendritic channel kinetics are similar,
although channel densities need not be similar. While it is possible to estimate the total
maximum conductance of, say, g,, on an isolated cell, the total conductance on different
regions of dendritic membrane is not known.

In spite of these difficulties, it have proven possible to find a set of conductance
distributions (for example., V ,) as functions of membrane location that are consist-
ent with a variety of voltage-clamp and current-clamp experiments. 3 Our single-cell
model accounts for two major forms of pyramidal cell firing: intrinsic bursting (at
resting potentials not too depolarized, or after a brief excitatory stimulus) and repetitive
firing (at relatively depolarized holding potentials)'; it also accounts for transitional
forms with grouped action potentials. The single-cell model further predicts the occur-
rence of a third distinct form of firing: repetitive brief bursts at about 10 Hz in response
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to a steady dendritic depolarizing stimulus.' This revised model of the single pyramidal
cell, when used in network simulations, produces similar results to the original model
on synchronized and partially synchronized bursts; but it reproduces other phenomena
as well (synchronized multiple bursts and tonic seizures-see the following). The figures
used in this note were generated using the revised model.

For simulating inhibitory cells (i-cells), we have used three types of model. Again.
all types start with a cable representation of soma-dendritic membrane, with voltage-
dependent conductances then superimposed. These latter conductances are confined to
the soma. The i-cells may be modeled i) as pyramidal cells, since some i-cells fire in
patterns similar to pyramidal cells' 2 ; ii) as pyramidal cells, but without gc. and gK(C.--
such model cells are repetitively firing rather than bursting (see FIG. 2 of Traub et al.');
iii) as for ii, but with rate functions modified to allow for the narrower spikes, rapid
spike AHPs, and high firing rates of many i-cells. In the present note, we use model
iii, with R,,,u, = 56 Mfl, R m = 10,000 fl - cm 2, T_ = 10 msec. The lack of kinetic
data on i-cell membrane and the variability in i-cell physiology make this aspect of
circuity modeling somewhat problematic.

Two types of inhibition ("fast" and "slow") occur in the hippocampus, mediated
by different types of GABA receptor (A and B, respectively). We make the assumption
that fast and slow IPSPs are generated by distinct subpopulations of inhibitory
neurons.26 s

We have devoted considerable attention to modeling chemical synaptic interactions;
interactions mediated via field effects or gap junctions will not be considered here.
Synaptic interactions have both functional and topological (or connectivity, aspects.
From a functional point of view, we have tried to establish experimentally the effect of
a single pyramidal cell or inhibitory cell action potential on any connected cell (be the
postsynaptic cell either pyramidal or inhibitory).3 .272 8 Jt must then be established what
a train of action potentials from one or more cells (of a given type) does to a given
postsynaptic neuron. We consider four types of chemical synaptic interaction: fast and
slow excitation (corresponding to glutamate actions at quisqualate (QUIS) and NMDA
receptors, respectively), and fast and slow inhibition (corresponding to GABA actions
at A and B receptors, respectively). Excitation and inhibition are organized differently
in our model: we assume that any excitatory synapse onto a pyramidal cell is capable
of eliciting both types of excitation, while excitatory synapses onto inhibitory cells in
our model produce QUIS effects only. In contrast, an inhibitory synapse is either fast
or slow, depending upon the presynaptic cell; fast and slow inhibitory synapses are also
located on distinct portions of the postsynaptic cell membrane. All synapses work
through a conductance g(t,V), so that the synaptic current is g(t,V)(V - V,,,,_,). (See
TABLES I & 2). Postsynaptic conductances induced by multiple presynaptic spikes add
linearly.

Topological aspects of network structure must also be considered. For example:
How many pyramidal cells (or inhibitory cells) does a given pyramidal cell (cr inhibi-
tory cell) contact? Does the probability of synaptic contact depend on the distance
between the respective cells, and, if so, what is the dependence? Can a reasonable
network structure be generated by a series of independent random choices-subject to
connection probability constraints? Or, to the contrary, does a nonrandom structure-
that is, statistical correlations-exist in the connections?

We have used several approaches to estimate synaptic connectivity. First, there are
anatomical data.2'"' Second, we have attempted to estimate connectivity by performing
large numbers of dual intracellular recordings, searching for cases where cell I influ-
ences cell 2 monosynaptically; cell I can be characterized as excitatory or inhibitory
based upon its action on cell 2, while cell 2 itself must be characterized by its firing
pattern and other intrinsic properties.' 27,3' This experiment is usually done with the



280 ANNALS NEW YORK ACADEMY OF SCIENCES

TAB E I. Properties of Simulated Synaptic Interactions

Synapse Reversal V-dependent? Decay -r Location Time to Peak

QUIS (e-e) +60 mV No 3 msec dendrites 3 msec
QUIS (e -i) +60 mV No 2 msec soma 2 msec
NMDA (e e) + 60 mV Yes 85 msec dendrites 3 msuc
GABA, - 15 mV No 7 msec perisomatic 0.5 msec
GABA,, - 15 mV No 100 msec dendrites 150 msec

No is: 1) e - e refers to a synapse from one excitatory cell to another; i refers to a synapse
from an excitatory cell onto an inhibitory cell.

2) Reversal potentials are relative to resting potential.
3) The time constant for the NMDA conductance decay is taken from Forsythe and West-

irook."
4) For the NMDA-activated cnductance. G(tV) = g(t)h(V), where (using C. E. Jahr and C.

F. Steens. personal communication. and assuming [Mg 2
- ],, = 2 mM in slice experiments) h(V)

= I/[I - (2/3) (e '' ")], V relative to an assumed resting potential of -60 mV.
5) The time to peak conductance of the GABAu is close to that reported by Hablitz and

Thalmann.'

TAB.E 2.-Unitary Synaptic Conductances in Network Model

Synapse Type Unitary Conductance Maximum Saturating Conductance

QUIS (e e) 4 x 3/e nS (apical) 400 nS
4 x 3/e nS (basilar) 400 nS

QUIS (c-i) 10 nS 50 nS
NMDA (e -e) 0.4 x 3/e nS (apical) 40 nS

0.4 x 3/e nS (basilar, 40 nS
GABA, (i-e) 5-10 nS
GABAA () 1-2 nS
GABA,, (i -e) I nS 30 nS
GABA, (i-i) 0.2 nS 30 nS

Nori-s: 1) 3/e factor arises for QUIS synapses because the conductance is c~te ". The
maximum conductance occurs when t = 3 msec and is c, x 3/e. We use c, = 4 nS.

2) Excitatory and slow inhibitory conductances are dendritic. The conductance measured at
the soma for a unitary excitatory synaptic input will be smaller. Note that Miles and Wong--
estimate about I nS for a unitary EPSP.

3) The saturating conductance is the maximum conductance any cell can receive at a given
time. It is intended to represent the finite number ofsynaptic receptors existing on the cell. Hablitz
and Thalmann' estimated 15.3 nS as the maximum somatic conductance for slow inhibition
evoked by mossy fiber stimulation.

4) The 10:1 ratio for QUIS/NMDA conductances derives from Forsythe and Westbrook.-
5) The GABA, conductance is in the range observed by Miles and Wong.' More recent data

(R. Miles. unpublished data) suggest an 8- to 10-fold spread of unitary GABAA conductances in
CA3: however, in any one simulation we use a constant value.

6) A unitary GABAI1 input produces a conductance .01 x g(t) [0 < t < 150 msec]. where
gt) - 100 - e '". The maximum conductance occurs when t = 150 msec and is .01 X (100

e '"" I) - .01 )" e 1101100 - InS.
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cells within about 200 gi of each other; one assumes that connection probability is
constant on such a spatial scale. Data of this sort indicate :iat the probability of an
e -- e connection locally is about 0.02, of an e-i connection about 0.1. and of an i-e
connection perhaps as high as 0.6 (R. Miles, unpublished data; see also Traub & Miles5 ).
Physiological experiments suggest that excitatory connection probabilities fall off with
distance -" but in systems with 1000 cells, such as illustrated in this paper, the falloff
is not likely to be significant. A third means of estimating connectivity is to compare,
say, unitary inhibitory postsynaptic potential (IPSP) with a maximal IPSP evoked
by an afferent shock. This suggests that a pyramidal cell has on the order of 20
(presumably GABA.,) inhibitory inputs (R. Miles, unpublished data). It is difficult to
apply this method to excitatory postsynaptic potentials (EPSPs), comparing a unitary
EPSP with the conductance developing during a synchronized burst (when all excit-
atory inputs are active). The reason is that the inputs are discharging repetitively
during a synchronized burst (see FIG. 4). The connection probabilities used in the
I000-pyramidal-cell-model described here are similar to (but not identical to) the
experimental estimates (TABLE 3).

1Alt.L; 3. Average Connection Parameters Used in Model with 1000 Pyramidal Cells
and 100 Inhibitory Cells

Connection Type Mean Connection Probability

I - t! 0.02
e "1 0.04
i-e 0.4
I--i 0.1

Noitis: 1) The t(X) inhibitory cells consist of 50 cells that activate GABA, synapses and 50
cells that actisate GABAj, synapses.

2) Data are not a'aitlable on the probability of i i interactions.
3) The e -" i and i -e connectivities used here may be too small.

On the Possibly .%onrandom .Nature of Excitatory Connectivity

We assume, for purposes of network simulations, that synaptic connectivity is
either random or locally random. Data suggest, however, that recurrent excitatory
connectivity within CA3 is not random. These data derive from pair recordings of
polysynaptic (probably ust illy disvnaptic) excitatory connections. Given a pair of
nearby c-cells (call ti61::i eil 1 and cell 2), the probability that bursting in cell I can
be shown to elicit an EPSP in cell 2 is about 0. 1."' Yet, we have not seen an interaction
wherein both cell I polysynaptically excites cell 2 and cell 2 polysynaptically excites
cell I (R. Miles, unpublished data). Such observations suggest that the CA3 excitatory
network may not contain short cycles, that is, cycles of 3 or 4 cells. Nevertheless, longer
cycles must exist. For when a population burst is elicited in picrotoxin by stimulating
a sing' cell, the stimulated cell itself bursts in phase with the population, implying the
existence of paths from cells in the population back to the initiating cell.'"' It is
intriguing to speculate that immature hippocampus is randomly connected, but that
the peculiar dynamics of the system, together with appropriate synaptic modification
1"rules." act to eliminate the short cycles. Why, and if, the resulting topology might be
useful is not clear.
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Functional Aspects of Simple SYnaptic Circuit

Our knowledge of the properties of single synapses allows some predictions on the
behavior of simple synaptic circuits. We shall give a few examples: i) Excitatory
synapses are usually not powerful enough for a presynaptic spike to evoke a postsynaptic
spike; however. presynaptic bursts cause both facilitation arid temporal summation of
EPSPs at recurrent synapses between pyramidal cells. Thus, a presynaptic burst mas
evoke a postsynaptic burst with mean probability 0.4 to 0.5 and latency of 10 to 30
msec. ii) Excitatory connections onto i-cells do allow spike-spike transmission with
high probability (often greater than 0.5) and with very brief latency (2.5 to 5 msec).
iii) Disynaptic inhibition (e - i --e) is obsered' with (functional) connection probability
0.3. This probability appears to he less than what would be expected from the e - i and
i-e probabilities (0.1 and 0.6. respectisely). For example. consider a population of
1000 pyramidal cells with 50 i-cells producing GABAA inhibition, and 2 pyramidal
cells (called cell I and cell 2). For a fixed inhibitory cell. the probability of cell I -
fixed i-cell - cell 2 is .06. The probability that at least one i-cell exists so that cell I
-- i-cell -- cell 2 is I - .94' - .955. a number much larger than 0.3. This discrepanc.
could arise from occasional refractoriness of intercalated i-cells or synaptic failures,
from nonrandomness in the connections, or from the possibilit. that measured connec-
tion probabilities apply only to a subclass of i-cells rather than to i-cells as a wholc.
Thus, matching functional connectivity to anatomical connectivity is not alwvas
straightforward. iv) Disynaptic excitatory connections are rarely observed in the pres-
ence of functional GABA 5-mediated inhibition, even though morphological arguments
suggest that such paths must exist. Disynaptic inhibitory pathw ays fro n cell I to cell
2 can prevent burst propagatik, even if a monosynaptic excitatorN connection exists
from cell I to cell 2. It is notable that the latenc' of disynaptic inhibition (3.5 to 6
msec) is less than the 10 to 30 msec required for burst propagation across a single
excitatory synapse. Similarly, functional polysynaptic e - e -- e connectivity occurs %%,ith
probability 0.1 (in picrotoxin). Again, this number is smaller than would be expected
from the monosynaptic probabilities: 'n a 1000-cell population with a connection
probability of .02. the disynaptic connection probability should be I - (I -- .02 ,
.02)" = 0.33. Once more, we must consider the possibilities of refractoriness of the
intercalated pyramidal cell or of nonrandomness in the excitatory connections.

What Aspects of Dyrnamical Behavior .light be Relevant for .Snaptic

Plasticity?

Long-term potentiation (LTP) requires activation of NMDA receptors. and
NMDA-activated currents have two salient features: a long time after agonist- receptor
binding (perhaps hundreds of milliseconds) during which synaptic current might be
able to flow,2 and a requirement for dendritic membrane depolarization for the synaptic
current actually to flow."" This suggests that for an excitatory connection from cell
I to cell 2 to become potentiated, a portion of cell 2 dendrite must become sufficiently
depolarized (perhaps by a dendritic calcium spike?) within a characteristic time, say
100 or 200 msec. of cell 2 firing or bursting. This notion has received some experimental
support. "'" While LTP has not, to our knowledge, been clearly demonstrated in CA3
recurrent excitatory synapses, we shall direct our attention to conditions of population
behavior where potentiation by the above mechanism might occur.
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DYNAMICA'. MODES OF POPULATION BEHAVIOR IN THE CA3
MODEL

Haing outlined the structure and functional aspects of the cells and synapses, we
can now present some of the global behaviors exhibited by our CA3 model. (Some of
these behaviors are discussed in much more detail in Traub and Miles.' The model
there has more cells, but each cell has a simpler structure than in the present paper.)
rhe conditions of our simulations are admittedly simplified with respect to the actual
slice: Each pyramidal cell is biased with a small current (0 to 0.1 nA) chosen randomly
at the beginning of the simulation but then held fixed: were the cells to be isolated from
each other. a cell biased with 0.0 nA would burst at about 0.3 Hz, whereas a cell biased
at 0. 1 nA would burst at about 0.5 Hz. In the full network, therefore, spontaneous
bursting occurs, but the total population activity is strongly modified by the synaptic
interactions. These interactions lead to synaptically induced firing in pyramidal cells
Lind to widespread IPSPs under conditiois when inhibition is not blocked.

We describe population activities that result from postsynaptic alterations in the
strength of inhibitory synapses operated by either GABA, receptors, GABA, recep-
tors. or both.

Iode I: (..B. I, Svnapses Powerful G4BA. .Snap.es Blocked

In this casc (Fi,. 1) there is continuous. but low-level, firing throughout the popula-
tion. without apparent rhythmicity. Synaptic potentials in pairs of cells are uncorre-
lated. To our know ledge, this form of collective behavior has not vet been demonstrated
in the slice. The pattern is reminiscent of a desynchronizcd EEG.

Wlode 2: Both T*pls of Inhibition Prsent

In this case (Fi(,. 2) firing occur:s rhythmically in a series of waves, but each wave
represents a small fraction of the population. The period in the case illustrated is about
5(W) msec. Rindomly chosen pairs f cells exhibit correlated synaptic potentials during
each wave (lower traces). This type of activity has been demonstrated in slices with
apical dendritic field potential recordings' or with dual intracellular recordings."'" '

It is more likely to occur after partial blockade of inhibition.' The pattern oi activity
is reminiscent of rhythmical EEG waves.

The structure of an individual wave of firings is revealing (Fi(;. 3). Here, we have
made a raster plot of the firings of those 31 cells active during a parti ular wave, and
have drawn in (FiG. 3. right) the synaptic relations between connected pars of active
cells, where onset of firing in one cell precedes the termination of firing in the other.
Such synapses are "causal" in that they contribute to the excitatory spread of firing
and "hey are precisely those synapses that one might expect to become potentiated.
The wave is initiated by spontaneous firing in one cell (*). Because of slow IPSPs
produced by the previous wave. spontaneous firing is suppressed for some interval atter
the prexious wave. and thus several cells may begin to fire at about the same time.
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L 100 cells

500 ms

25 mV

200 ms

FIGURE 1. Mode 1: Population behavior when GABA, is functional (unitarN IPSP conductance
10 nS) and GABA synapses art b.locked Upper trace: number of cells "firing." After an initial

transient, there is a low amplitude of background firing without rhythmical waves. Bottom two
traces: simaltane, us somatic potentials from a pair of pyramidal cells. Synaptic potenti: Is in the
two cclls are uncorr'lated. This type of population behavior is a prediction of the nmodel, not yet
(to our knowledge) experimentally verified.

Firing spreads along recurrent excitatory collaterals: Recall that these are powerful
enough to allow burst propagation, and that disynaptic inhibition is not widespread
enough to suppress all spread of bursting. Nevertheless, firing spreads along only a few
of the available coliaterals. For while each cell excites an average of 20 others, any one
cell evokes firing in at .-,iost half of these. This is so because of refractoriness caused
by previous waves, as well as by recurrent inhibition. As the wave proceeds, more
inhibitory cells are recruited, making spread even more difficult. Thus. the initiating
cell excites more followers than any later cell: these followers can be recruited by firing
in the initiating cell alone, whereas cells that begin firing toward the end of the wave

n- 100 cells

500 ms

125 mV

200 ms

FIGURE 2. Mode 2: Population behavior when GABA, synapses are functional (unitary IPSP
conductance = 5 nS1 and GABAs are also functional (with maximal slow IPSP conductance -

30 nS in any neuron). Low-amplitude rhythmical waves of firing occur throughout the population
(upper trace); during any such wave. only a small fraction of pyramidal cells fire. These cells
recruit inhibitory cells having divergent axons that generate synchronized svnaptic potentials in
pairs of neurons (lower two traces). The synaptic potentials in the present case are predominantly
inhibitory. This type of activity has been observcd in hippo~campal slices, particularly after partial
blockade of inhibition or after tetanic stimulation.
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are only recruited by firing in several of their synaptic precursors. Finally, note that
acti, ttv tends not to spread cyclically (that is, cell I - cell 2 - cell 3 - cell 4 - cell
1 ). because if cell I fires early, its AHP renders it refractory and unable to fire again.
This situation is in contrast to a fully synchronized burst, wherein firing in all of a
cell's precursors can overcome intrinsic refractoriness.' Synaptic potentiation would
be expected to occur during the Mode 2 type of activity, and potentiation along
'straight" pathways would be more favored than potentiation along "cyclic" pathways.

We find both experimentally and in simulations that as GABAA synapses are
progressicl} blocked, then more cells fire on average during each wave, the variability
in wave amplitude increases, and the mean interval between waves increases.

z /

-'I

U
zV

20 m

FI;L RE 3. Structuire of population actiityi during a singte wave, Mode 2 behavior (as in Filu.
2) t)uring a particular single wave. tasting about 150 msec, 31 pyramidal cells tire, out of a total
of l0(X) pseamidal cells in the model poputation. On the teft of the Figure. these cells are arranged
in nuntenical order along the vertical axis. A row of dots signifies depolarization of a cell (above
20) in\' at the corresponding times. The wave is initiated by a burst in a single cell, marked by
the star (*). The right part of the figure is the same as the left, but we have drawn in lines front
the dots of cell A to the dots of cell B. whenever A I% connected nionosynaptically to B and cell
A\ begzin s tiring before B inishes. The lines indicate the flow of activity during the wave, and also
indicate svn iptic connections, that might become potentiated. Note that no loops occur in this
structure.

WJade 3: (,l BA ,Svnapsevs Blocked Aearl - Cornpleteh,. 3A BA, SYnapses
Functional

In this case (FiR.. 4) single synchronized bursts occur with intervals greater than I
sec. Such events are reminiscent of interictal spikes in vivo. Initiation of each event
occurs from a small number of cells and spreads along excitatory collaterals, relatively
unimpeded by GAI3A.-mediated synaptic inhibition. Delayed inhibition develops
slowklx enough that excitatory spread can "outrun" the slow IPSP.' Because bursts in
differetnt cells overlap each other in time (Fij. 4). there is opportunity, in principle, for
all recurrent excitatory synapses to become potentiated.
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Mode 4: GABA., Synapses Blocked Completely, GABA8 Synapses Functional

In this case (FIG. 5), population-synchronized multiple bursts occur at intervals of
more than 1.5 sec. Within a synchronized event, the interburst interval is about 75
msec. This type of activity occurs in vitro in picrotoxin"' 4T and is reminiscent of
the EEG pattern called polyspike-and-wave recorded in some patients with primary
generalized epilepsy. The mechanism of this type of event in the model is as follows:
The initial burst proceeds as in Mode 3 by excitatory spread from one or a few cells.
Once all the cells are firing, each pyramidal cell will receive a sustained excitatory
input, particularly with fast inhibition completely blocked. Under such conditions,
each pyramidal cell will develop a series of brief dendritic bursts, as described in the
section on single cell properties. Since the dendritic bursts in turn evoke somatic bursts,
and since the pyramidal cells are synaptically coupled, cellular bursts will tend to be

I 100 cells

500 ms

125 mV

200 ms

FIGURE 4. Mode 3: Population activity after near-complete blockade of GABAA synapses
(unitary conductance now 1.0 nS) and GABAB synapses functional. Synchronized population
bursts occur at intervals of I to 2 sec. Pairs of neurons (traces below) generate single bursts that
are nearly simultaneous. This type of behavior is recorded in slices from mature guinea pigs that
are bathed in penicillin. It corresponds to interictal spikes in vivo. although synchrony in vivo may
not be this extreme.

synchronized between cells. Synchrony will be favored if the intrinsic time constants
determining interburst interval (for example, for calcium channel kinetics and intracel-
lular Ca- ' ion removal) are similar for all of the pyramidal cells. An event is terminated
by intrinsic outward currents and slow IPSPs. During one of these synchronized events.
there is repeated opportunity, in principle, for potentiation of all of the recurrent
synapses.

Mode 5: GA BA , and GA BAR Both Blocked

An initial population-synchronized multiple burst merges into high-frequency sus-
tained repetitive firing in all of the cells (FIG. 6). This activity is reminiscent of a tonic
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.* .100 cells

500 ms

I25 mV

200 ms

FIGURE 5. Mode 4: Population activity with GABAA synapses completely blocked, but with
GABAf, synapses functional. Synchronized multiple bursts occur at intervals of several seconds.
This type of actimity occurs in mature slices bathed in picrotoxin. It may correspond to so-called
polyspike-and-wave in human EEG (a pattern sometimes recorded in patients with primary
generalized epilepsy who ha've grand mal seizures).

seizure. Similar activity can occur in CAI in slices bathed in high [K' ],,. While high
[K " I,, can diminish the effectiveness of fast inhibition by a depolarizing shift of the CI
reversal potential. it remains unclear if loss of slow inhibition plays a role in the
transition from single synchronized bursts to ictal behavior'"' (R. Dingledine, personal
communication). Such collective activity would provide sustained activation of all
synapses, unless extracellular [Ca2 I fell to levels too low to sustain transmitter re-
lease."

1 100 cells

500 ms

~ i25 n

200 ms

FIGURE 6. Mode 5: Population activity with both GABAA and GABA, synapses blocked.
High-frequency repetitive firing occurs in all of the cells. We speculate that this activity may
correspond to ictal events sometimes generated in CAI in high [K J,, and to tonic seizures in
Vivo.
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CONCLUSIONS

Modeling a population of neurons in the style we have chosen requires consideration
of channel kinetics, the membrane distribution of ionic conductances, and synaptic
function and topology. It is remarkable, in view of the many uncertainties, that certain
population behaviors emerge that appear to agree well with experiments: Modes 2, 3,
and 4-low-amplitude population waves and synchronized bursts and multiple bursts.
We would like to suggest the existence of other types of behavior when slow (GABAB)

inhibition is blocked. Analysis of the different population behaviors is a prerequisite
for understanding the computational possibilities of real neuronal networks. It may be
useful for better understanding of EEG waves and epileptic transients, particularly
interictal spikes, and possibly the interictal-ictal transition. Finally, we hope that such
an analysis will suggest how structure, that is, nonrandomness, might emerge from
circuitry dynamics combined with synaptic plasticity.
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PART J. ACTI'ITY-DRIVE.V PLASTICITY AND BEHAVIORAL CHANGE

Introduction

This sixth section focuses on those changes that are initiated by activity in sensory
pathways anJ that affect activity in motor pathways, thereby altering behavior. The
studies presented begin with intact animals and seek to learn how changes in behavior
are explained by activity-driven neuronal and synaptic plasticity. The central purpose
is to move from specific behavioral changes to the CNS modifications responsible for
them, and thence to the activity-driven processes that produce the modifications. The
prerequisite for delineating the CNS modifications underlying behavioral change is
knowledge of their locations. Thus, these studies focus on simple behaviors subserved
by pathways that are reasonably well-defined and accessible to study. At present, in
each n odel system, the search for the site of change focuses on a small number of
strong possibilities.

Both Yeo and Bloedel et al discuss current evidence concerning the role of the
cerebellar cortex and deep nuclei in eyeblink conditioning. Whether cerebellar lesions
destroy the sites of plasticity and/or simply impair performance remains unresolved.
New data concerning the differing effects of cerebellar cortical lesions on conditioned
and unconditioned responses and concerning the effects of conditioning in the decere-
brate/decerebellate animal shed new light on crucial issues.

Peterson et al. describe recent studies of vestibuloocular reflex conditioning that
focus on cross-axis adaptation. This approach, which allows better analysis of adaptive
changes, has led to formulation of a new model of vestibuloocular adaptive control in
which plasticity occurs in a number of cerebellum-brainstem circuits controlling eye
position and velocity.

Wolpaw et al. discuss operant conditioning of the monosynaptic pathway of the
spinal stretch reflex. This conditioning changes the spinal cord. Current studies focus
on the most probable sites of plasticity, the primary afferent-motoneuron synapse and
the motoneuron itself.

A theme common to each of these model systems is that activity-driven changes
appear to occur at multiple sites. This finding emphasizes both the complexity of the
plasticity underlying even simple changes in behavior and the extreme importance of
simplicity in the model systems used to investigate mechanisms of behavioral change.
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Nowhere is the crucial importance of learning and memory more evident than in
severely amnesic patients who are unable to form new memories. Damage to limbic
structures, particularly hippocampus, produces amnesic symptoms, but these lesions
leave some memory systems intact. Since motor skills can be acquired and retained,
different forms of learning must depend upon different circuits within the brain.

In order to simplify the neural analysis of learning, Pavlov introduced reflex condi-
tioning procedures that provide a closely controlled learned response isolated from
other, background behaviors. He rang a bell immediately before presenting food to his
dogs after several such pairings, they began to salivate as the bell was sounded and
before presentation of the food.' Using Pavlov's terminology, the food is an uncondi-
tioned stimulus (US) because it unconditionally elicits salivation and the bell is a
conditioned stimulus (CS) because it elicits salivation only conditionally upon it having
been paired with food. The reflex response to food is the unconditioned reflex (UR)
and the new, learned response to the CS is the conditioned response (CR). This basic,
delay conditioning design (so named because there is a short delay between the onsets
of the CS and US) is the simplest of several conditioning procedures that Pavlov
developed, but much of our understanding of associative learning processes derives
from it.

Pavlov began his conditioning studies with the salivation response, but the proce-
dure was extended to skeletal muscle reflexes such as limb flexion. Conditioned motor
responses are now widely used in the analysis of learning mechanisms. And yet such
conditioning is very little affected in many instances of human amnesia. A patient with
Korsakoffs syndrome and exhibiting severe amnesia was shown to have normal levels
of eyeblink conditioning even though he had no recollection of the experimental proce-
dures to which he was exposed daily.' Should this lead us to abandon Pavlovian
conditioning as a model for our study of learning mechanisms? Probably not. Evidence
is increasing from studies in animals and in normal and amnesic humans that, though
there may be different forms of learning and memory and these may depend critically
on different brain areas, the cellular mechanisms that underlie them may be rather
similar. The advantage of Pavlov's precisely defined unit of behavioral change for
analysis of the neural mechanisms of learning remains unchallenged.

EYEBLINK CONDITIONING IN RABBITS

The classically conditioned nictitating membrane response (NMR) of the rabbit'
has several advantages for analyzing the neural mechanisms of conditioning.' Normally
driven by a touch close to the eye, under experimental conditions the NMR may be
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elicited by a puff of air to the cornea or by brief electrical stimulation of the periocular
area. In contrast to the external eyelids, which also blink to these stimuli, there are
very few spontaneous NM blinks.

The NMR may be conditioned by pairing a sound or light CS with an airpuff or
periocular shock US. In a typical delay conditioning procedure, a tone CS is sounded
for 350 msec with the final 50 msec accompanied by electrical periocular stimulation
as the US. Initially, NM movement is driven only by the US. After approximately 200
paired presentations of the CS and US, NM movement is driven by the CS. On paired
trials, this conditioned response (CR) is seen as movement of the NM before US
onset. Occasional presentations of the CS alone elicit the full form of the CR with no
contribution front the unconditioned response (UR) component which accompanies it
on paired trials. It is on such unpaired trials that the precise timing of the CR can be
fully appreciated. The peak of the CR is timed to coincide with the onset of the US.
This has presumed adaptive value for circumstances where lid closure would ameliorate
the effects of the US, though this is not allowed to happen in the true Pavlovian
conditioning procedure.

The motor output pathways for the external eyelid blink and the NMR are distinct
and different. The orbicularis oculi muscle closes the external eyelids and is innervated
exclusively by the seventh nerve from motoneurons located in a dorsal/dorsomedial
subgroup of the facial nucleus. In contrast, the NM is swept horizontally across the
cornea in a nasal to temporal direction as a consequence of eyeball retraction into the
orbit. The eyeball retraction is primarily accomplished by the rctiactor bulbi muscle
innervated by the sixth nerve from neuronq mainly located in the accessory abducens
nucleus," which lies ventrolateral to the main abducens nucleus. The other extraocular
muscles may contribute to small NM excursions.'

WHAT IS ESSENTIAL FOR EYEBLINK CONDITIONING?

Lesions of the cerebral neocortex,' 9 hippocampus, "' or all of the forebrain to the
level of the thalamus' do not abolish NMR conditioning. NMR conditioning is even
spared in the decerebrate. 2 As in all lesion experiments we should be cautious in the
interpretation of these findings; conditioning can be supported by brainstem structures
but may involve forebrain structures in the normal animal.

In 1981, Thompson and his colleagues reported an intriguing finding." Large
unilateral lesions of the cerebellum abolished NMR conditioning ipsilateral to the
lesion and prevented reacquisition. If the US was applied contralateral to the lesion,
conditioning proceeded normally, and the unconditioned NM response was normal on
both sides. The unilateral cerebellar lesion had abolished only the ipsilateral conditioned
response; in all other respects the subject appeared to be normal. This important finding
is subject to three alternative, but not mutually exclusive, explanations.

1. The cerebellum is the site of neural plasticity for NMR conditioning.
2. The cerebellum is a necessary conduit through which the conditioned response

is expressed.
3. The cerebellum provides a necessary input upon a remote center critical for

conditioning.

Given the crucial role of the cerebellum in the normal execution of movements,
explanations 2 and 3 are a priori equally plausible as the exciting suggestion 1, that the
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critical associative processes are within the cerebellum. What additional evidence is
there for a cerebellar role in NMR conditioning?

CEREBELLUM AND NMR CONDITIONING-AGREEMENTS

In the original investigation by Thompson and his colleagues the cerebellar lesions
were large. Because the cerebellum has a relatively simple anatomical organization
with well-described input and output pathways, additional studies using discrete lesions
were used to establish where within the cerebellum is the circuitry essential for NMR
conditioning. These studies demonstrated that the interpositus nucleus' 4 5 or dentate/
interpositus border" 7 are essential. Given the difficulties in identifying the dentate-in-
terpositus boundary in rabbits, the location of the lesions in our studies and those of
Thompson and his colleagues are essentially the same. Welsh and Harvey"x have also
seen impairment or abolition of CRs following lesions of the interpositus nucleus.

Lesions of cerebellar outflow, in the superior cerebellar peduncle" and in the
magnocellular red nucleus2'/rubro-bulbar tract,2' are equally effective in abolishing
conditioned NMR responses.

CEREBELLUM AND NMR CONDITIONING-ARGUMENTS

Cerebellar Cortex

The importance of the cerebellar cortex for NMR conditioning is not entirely
agreed. We observed that lesions of cerebellar cortex that invaded the hemispheral part
of lobule VI - HVI of Larsell's classification,22 or lobulus simplex of Bolk.' 3 impaired
conditioning.24 When we made lesions that removed HVI entirely, there was a complete
loss of conditioned NM responses, and retraining over five days did not reinstate them.
The conditioning deficit was complete and as permanent as nuclear lesions had been
shown to be. In sharp contrast, Thompson and his colleagues found no loss of condi-
tioned responses following any cerebellar cortical lesion, but only disruptions of the
topography of the CR.'" More recently there has been some resolution of these differ-
ences. Here we report that, with extended postoperative training, there can be substan-
tial recovery of conditioning with lesions restricted to HVI. If the lesion is extended to
include the adjacent medial parts of ansiform lobe (HVII) the conditioning deficits are
permanent, though there may be continued low levels of responding. Thompson and
his colleagues have now reported substantial initial deficits following HVI lesions but
with subsequent recovery. 2

At present, the different findings following cerebellar cortical lesions cannot be fully
explained. One important factor appears to be the performance levels before the lesion.
Our subjects were not at asymptotic levels, perhaps rendering them more vulnerable
to the effects of cerebellar lesion. The attractive suggestion that the cerebellar cortex
is particularly involved in the acquisition of conditioning might be supported by our
findings but is not borne out in a recent study by Lavond and Steinmetz" who reported
acquisition following HVI lesions. It should be noted, however, that the acquisition
was impaired and CR amplitudes were small.
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One recent interpretation of these findings is that "the essential neural plasticity
S.. resides in the interpositus nucleus or its afferents: i.e., brainstem structures and/
or multiple cerebellar cortical sites not completely lesioned to date. -21 Though this
interpretation has the advantage of being all-embracing, it is unlikely that the reportedly
small critical region of the interpositus nucleus receives input from widely separate
cortical areas.

Anatomical studies revealed that the critical region of anterior interpositus nucleus
does receive a major input from HVI.27 Additionally these studies indicated that the
major olivary input to HVI is from the medial part of the rostral dorsal accessory olive
(DAO), which is the face somatosensory region of the olive. We also saw a variety of
mossy fiber inputs and noted, in particular, strong inputs from the dorsolateral and
lateral divisions of the basilar pontine nuclei. These are known to receive auditory and
visual inputs." 2' It cannot escape notice that the inputs to lobule HVI include auditory
and visual mossy fiber projections and a face somatosensory climbing fiber input. We
suggested that these inputs satisfied an extremely simple implementation of the Marr/
Albus model .

3
1 of motor learning in the cerebellar cortex. A visual or auditory

CS-related mossy fiber/parallel fiber input to the Purkinje cell of the cerebellar cortex
may be modified by climbing fiber activity driven by face somatosensory input to the
inferior olive. Such an associative mechanism is, of course, similar to the cerebellar
learning model suggested by Ito and his colleagues in their investigations of modifica-
tion of the vestibuloocular reflex. 2

Interpositus Nucleus Lesions-Learning or Performance Deficits

If a lesion damages any part of the olivo-cerebellar system that influences the face
musculature, then impairments of the CR will be seen. So, lesions in the face area of
the inferior olive, lobule HVI of cerebellar cortex, lateral parts of the anterior interpos-
itus. and rostral/dorsal parts of the red nucleus all impair eyeblink conditioning. All
of these lesions will result in changes in tonic activity of the premotor and motoneuron
populations. In our olivary lesion study" we had recognized that the inevitable conse-
quence of the lesion was to deregulate that part of the cerebellar cortex that we knew
to be critical. We could conclude only that the face somatosensory area of the olive is
essential for conditioning; no conclusions may be drawn on its specific role, if any, in
conditioning.

Welsh and Harvey3 4 suggested an alternative interpretation of the effects of interpos-
itus nucleus lesions upon NMR conditioning. Interpositus nucleus lesions cause
changes in tonic activity of the motor system and thereby impair conditioning through
a nonlearning. or performance, deficit. Using lidocaine to temporarily inactivate the
interpositus nucleus of a conditioned subject, Welsh and Harvey obtained clear aboli-
tion of conditioned responses and observed that the UR to the standard intensity of
corneal airpuff was normal. But they made an important, additional, observation. When
lower intensities of the corneal airpuff were used URs were smaller. But these smaller
URs were further reduced in amplitude during interpositus nucleus inactivation. Deep
nuclear inactivation produced impairments of the conditioned and the unconditioned
response. But why should this matter if, at training levels of the US, there were no
deficits? The reasons have been made clear in earlier studies of the effects of drugs on
conditioning. " Even when a subject is strongly conditioned, the CS is a weaker excitor
of the response than is the US. If there is a response performance deficit, then this may
go unnoticed with presentations of the US well above threshold. With the weaker
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response activation of the CS, these deficits may be severe enough to prevent expression
of the CR. The appropriate test for reflexivity of the preparation is to use much lower
levels of the US, which give response amplitudes comparable with those elicited by the
CS.

The UR amplitude deficit was seen immediately after interpositus nucleus inactiva-
tion using lidocaine. What of the cerebellar lesion studies, where testing was carried
out some days after the lesion? Would such UR deficits also be seen? Welsh and Harvey
demonstrated that there were no UR amplitude deficits following interpositus nucleus
lesions, but there was a lower frequency of emission of the UR and longer latencies to
onset and peak when low intensities of US were used.'" So, Welsh and Harvey demon-
strated an impairment of the UR, and this allowed their conclusion that, rather than
learning deficits, cerebellar lesions produce performance deficits.

If interpositus nucleus lesions cause longer latency URs at weak US intensities,
should they not cause longer latency CRs? Welsh and Harvey found that 15 subjects,
classified as CR abolished in paired CS-US trials, did show CRs but at latencies longer
than the 285-msec CS-US interval. Using CS-alone trials and extending the analysis
window to 800 msec. small numbers of CRs of small amplitude were seen in some
subjects. They give a straightforward interpretation of these results. Cerebellar lesions
produce performance deficits within which there may or may not be learning deficits.

But there are problems even with this simplest of interpretations. In the 15 subjects
categorized as CR abolished in the CS-US interval, the CRs that were detected within
the 800-msec window were impaired in amplitude. Indeed, in four of these subjects
there were no CRs at all. So. although interpositus lesions extend the onset latencies
of both the CR and the UR, there are also measured differences in the lesion effects
upon the CR and the UR. The UR does not show amplitude decreases while the CR
may have decreased amplitude or even be abolished. Interpositus nucleus lesions are
seen to have differential effects upon CR and UR.

Lesiot, studies serve as a useful guide to identifying circuitry that is importantly
involved in a particular behavior. Rarely can lesion studies directly throw light on the
underlying neural mechanism, they, must serve as guides for electrophysiological or
pharmacological investigation. But some of the charges leveled at lesion studies of the
cerebellum must be challenged. It seems clear that interpositus nucleus lesions can
cause performance deficits due to a loss of tonic excitatory outflow from the cerebellum.
But no evidence exists to suggest that they do not cause learning deficits too. If the
mechanisms critical for conditioning are within the cerebellum, then we can be sure
that they are contained within those areas that when lesioned, cause loss of conditioning.
That this conditioning loss is accompanied by a performance deficit is the inevitable

consequence of the lesion method.

Cerebellar Lesions in Decerebrates

Lesions of the olivo-cerebellar system produce deficits in conditioning. There has
been debate concerning the magnitude of these deficits and whether they are secondary
to general decrements in performance. In all studies, cerebellar lesions always cause
CR impairment. Recently, work has appeared that challenges this conclusion. Bloedel
and his colleagues reported that eyeball retraction and external eyelid conditioning are
not impaired following complete cerebellar ablation if the conditioning is established
in a decerebrate preparation. 16." Decerebrate rabbits were conditioned using a 350-msec
CS- US interval and an unusually short intertrial interval of 8- 10 sec. Asymptotic levels
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of performance were slightly unstable at around 60% to 70%. The surprising finding
was that a large cerebellar lesion was without effect upon this ptiormance. Although
the lesions were not complete cerebellectomies, they included most of the cerebellar
cortex and deep nuclei ipsilateral to the conditioning. Why was conditioning spared?
Bloedel and his colleagues tI yre suggested that cerebellum is not necessary for condi-
Tioning even in normal animals. In the decerebrate. the usual performance dt 1cit
following cerebellar lesions is not seen and learning is, therefore, not disrupted.

CEREBELLAR LESIONS AND NMR CONDITIONING-A
REEXAMINATION

Recently, my colleagues and I reevaluated the effects of cerebellar lesions upon
NMR conditioning in the light of the studies reviewed above. We made lesions of
cerebellar cortex lobule HVI and adjacent cortical areas. In addition to testing for
,mpairments of the CR. we have critically evaluated possible changes in the UR
following the lesion. In a second study, we have examined the effects of cerebellar
lesions upon NMR conditioning established in the decerebrate.

Cerebellar Cortical Lesions and.\*IR Conditioning

Following cerebellar interpositus nucle'is lesions. CRs may be abolished or made
smaller and delayed.' We showed th:it CRs are abolishe'd in the CS-US interval
following cerebellar cortical lesions,-" but we did not know if the CRs arc truly lost or
whether their latencies are extended into the post-US period. We have, therefore,
conditioned rabbits using a procedure in which every tenth trial is a CS-alone presenta-
tion. This enabled us to test for the presence of a CR up to 1000 rnsec after CS onset.
We also continued to condition the subjects for very much longer than is usual following
the cerebellar lesion, in order to demonstrate further the permanence of the lesion
effects. Because interpositus nucleus lesions alter the UR as well as the CR. " we tested
the reflexivity of the subjects at the conclusion of training. URs for a variety of US
intensities were measured.

Rabbits were trained using methods identical to those of our earlier experiments (a
mixture of light and white noise CSs each of 550-msec duration coterminous with a
50-msec periocular electrical US). but each daily session consisted of 90 paired CS-US
trials and 10 unpaired. CS-alone trials for each modality. Hence, there were 200 trials
each day. NM movement was measured for 350 msec before, and for 1000 msec after
CS onset. The criterion for a CR was 0.5-mm movement at any time after CS onset
within the 1000-msec window. Preoperative training was for 5 daily sessions to the
right side. Aspiration lesions of the right cerebellar cortex were then made and there
was a postoperative period of one week. Fifteen postoperative conditioning sessions to
the right side were given, followed by 5 sessions to the left, unoperated, side. and then
15 more sessions to the right. After these conditioning sessions, the UR to a range of
US intensities was measured on the right and left sides. Some of these data have been
reported briefly. '"

The cerebellar cortical lesions of three representative cases. CTXI. CTX2. and
CTX3 are shown in FiGURE I and their NMR conditioning data in FiGURE 2. Lesions
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A B C
FIGURE 1. Reconstruction of cerebellar cortical lesions of subjects CTXI (A). CTX2 (B). and
CTX3 (C). For each case. the area of primary tissue loss and degeneration is shown in black on
f ,ur transerse sections through rostral to middle levels of the cerebellum. Abbreviations: cr and
cr1l. crus I and 2 (of ansiform lobe): DPFL, dorsal paraflocculus: FL, flocculns: HIV-V. HVI.
hemaspheral lobules 4-5 and f (of Larsell); ND. dentate nucleus: NF. fastigial nucleus: NI.
interpositus nucleus: PM. paramedian lobe: VPFL. ventral par.fiocculus: II-X vermis lobules
2- 10 (of Larsell).

mainly restricted to lobule HVI, as in CTX2. abolished conditioned NM responses for
3 to 10 postoperative sessions. Recovery was to normal frequencies of CR for the white
noise CS. but the CR latencies were widely variable and longer than those measured
preoperatively (FIGs. 2C & 2D).

Lesions sich as CTX I, which removed all of lobule HVI in addition to ansiform
and rostral paramedian lobes (FIG. I A), caused more profound and permanent deficits.
The frequency of CRs was greatly reduced. Over 6000 postoperative conditioning trials
to the lesioned side, mean CR frequency on unpaired CS trials was 1.3% and 8% for
light and white noise, respectively (FIG. 2A). The latencies of these very few CRs were
even more variable than those after lesion of HVI only. and included both abnormally
short and long latency responses (FIG. 2B).

Control lesions of ansiform lobe and rostral paramedian lobe without damage to
HVI. as in case CTX3 (Ft. IC). caused no significant changes to CR frequency or
latency (FIGs. 2E & 2F).

If the loss of CRs in the HVI and ansiform lobe lesioned subjects had been
accompanied by a depression of UR amplitude or velocity, then the loss of CRs might

k
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have been due to a performance, rather than a learning, deficit. But these cerebellar
cortex lesions that abolish CRs actually enhance the amplitude of URs to periocular
shock. This enhancement may be seen at all US intensities-it is not restricted to low
intensities close to threshold. FiGUREs 3A & 3B show UR amplitudes for a range of
LS intensities from 0. 1 to 2.5 mA on the right (lesioned) side and left (nonlesioned)
side of subjects CTX I and CTX2 with permanently impaired or partially recovered
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FIGURE 2. CR frequency and CR onset latency for subjects CTXI (A & B), CTX2 (C & D).
and CTX3 (E & F). Sessions 1-5 were preoperative training to the right side. Sessions 6-20 were
postoperative training to the right (lesioned) side. Sessions 21-25 were to the left side and 26-40
again the right. Responses to the white noise are indicated by black circles; responses to the light
are indicated by open circles. Panels A. B, and C show the number of CRs (NM movement larger
than 0.5 mm) for the 20 CS-alone (10 white noise and 10 light) trials of each session. Panels B,
D. and F show the mean and standard error of CR latencies for these CS-alone trials. Missing
points indicate no CRs in that session. Recovered CRs are seen to have grossly abnormal and
variable latencies in sessions 6-20 and 26-40 -f subject CTXI and long and variable latencies for
subject CTX2. In contrast CTX3 has norm- and stable latencies.
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conditioning, respectively. In case CTXI, at every tested level of US, the UR was
significantly larger on the lesioned than on the nonlesioned side. In case CTX2, the
right UR was only slightly greater at intermediate levels of US intensity. All subjects
with conditioning impaired at the conclusion of training showed UR amplitudes larger
on the lesioned side. Subjects without significant impairment of conditioning displayed
no left-right differences.

Our reexamination of cerebellar cortical lesions has revealed that HVI is critical
for conditioning. Though lesions of HVI alone may allow some eventual recovery of
conditioning, when accompanied by lesions of ansiform and rostral paramedian lobe,
conditioning deficits are permanent. It seems that ansiform and paramedian lobes are
subsidiary in their importance, since lesions restricted to them have very little effect
upon NMR conditioning. Anatomical and physiological investigation will reveal
whether there are face somatosensory climbing fiber inputs to these additional cortical
areas in the rabbit. That cerebellar cortical lesions enhance unconditioned response
amplitudes is entirely consistent with reports that interpositus nucleus lesions depress
them. The removal of cerebellar cortical inhibitory drive upon the deep nuclei provides
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FIGURE 3. UR amplitudes for US intensities 0.1 -2.5 mA for subjects CTX 1(A) and CTX2 (B).
Each point is a mean value for 10 US presentations. Responses on the right (lesioned) side are
indicated by open circles, responses on the left are shown as black circles.

tonic levels of excitatory outflow; interpositus nucleus lesions deprive the system of
excitatory drive. But the cerebellar cortical lesions have sharply contrasting effects upon
conditioned responses. Despite significantly increased UR amplitudes, conditioned
responses are profoundly depressed. That we see this clear differentiation between the
effects of cortical lesions upon the CR and the UR points clearly to a crucial cerebellar
function in generating the CR. But there are other interpretations. Is the level of tonic.
excitatory drive to the motor apparatus now too high to allow modulation by the CR
signal? This question awaits resolution. The cortical lesion findings provide new insight
into the performance versus learning debate.

Cerebellum and .NMR Conditioning in Decerebrates

We have recently investigated the effects of cerebellar ablation upon NMR condi-
tioning established in decerebrates. We used procedures similar to those of Bloedel and
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his colleagues 7 but with certain important differences. In all of the experiments we
measured movement of the NM with a position transducer as usual. Additionally,
electromyograms from the orbicularis oculi of the upper eyelid were recorded via
implanted microwires or with percutaneous clips.

Decerebrations were performed by aspiration under halothane anesthesia. The level
of decerebration was critical. Transections of the neuraxis immediately rostral to the
superior colliculus inevitably resulted in poor levels of conditioning. Histological checks
revealed that such decerebrations damage rostral red nucleus. When transections were
made approximately 1.5 mm rostral to the superior colliculus, conditioning was possible
within a normal number of trials and to asymptotic levels. These findings are essentially
similar to those of Mauk and Thompson. 2

Conditioning was established using a white noise CS. The CS-US interval was 250
msec and the CS was coterminous with a 60-msec, 50-Hz biphasic square-wave pulse
of 2-mA intensity. In contrast to Kelly eta., 36 who used an intertrial interval (ITI) of
8-10 sec, we used an ITI of 25-35 sec (mean: 30 sec) to insure against sensitization
which can occur at shorter ITIs. Conditioning proceeded at rates similar to the rate
seen in normal subjects. In most subjects, conditioning was well established by 500
trials. FIGURE 4 shows NMR and orbicularis oculi EMG data from a representative
case, DCI. In FIGURE 4A is seen the NMR and EMG response to the white noise CS
before conditioning. A small, short-latency inhibition of background EMG response is
followed by an excitation at a latency around 50 msec. In one trial a test corneal airpuff
was applied to demonstrate the NM and EMG components of a full-sized blink. In
FIGURE 4B are shown, on CS-alone trials, the conditioned NM and EMG responses
after 500 conditioning trials.

The subjects were reanesthetised and the cerebellum was completely removed by
aspiration. After 30-60 mm of recovery, conditioning recommenced. In all subjects,
there were no conditioned NM or EMG responses following cerebellectomy. FIGURE
4C shows NM and EMG responses after 20 conditioning trials following cerebellec-
tomy. The baseline EMG is depressed and there are no detectable CRs. But the
airpuff-evoked reflex blink is vigorous. Between 200 and 500 conditioning trials were
given. Further conditioning was limited by the health of the preparation. With 500
trials before, and 200 trials after cerebellectomy, 13 hr had elapsed since decerebration.
But, in the conditioning session after cerebellectomy, some CRs were seen to develop
in some subjects. These were usually seen when the baseline orbicularis oculi EMG
began to return to precerebellectomy levels. CRs were seen both as NM movement and
orbicularis oculi EMG. These CRs were of small amplitude and long latency (see Trace
3 in FIG. 4D). To date, we have not maintained the preparation long enough to
determine if these few, small CRs would continue to develop to precerebellectomy
levels.

Some similarities and important differences exist between our findings and those of
Kelly et al. 36 We have established conditioning in the decerebrate, and, using a standard
ITI, this conditioning appears very similar to that of normal subjects. In general, levels
of conditioning in the other study were lower than normal. Our cerebellar lesions
always caused a profound loss of conditioning; histological verification confirms that
all of our effective lesions completely and bilaterally removed the deep cerebellar nuclei.
The mainly unilateral cerebellar lesions of Kelly et al.36 caused no change in the
conditioned eyeblink. They argue that their decerebration frees the cerebellectomy
from its normally attendant loss of excitatory drive, and hence conditioning, established
in some putative brainstem site, is normal.

If this interpretation is correct, then there must be some critical input between the
levels of decerebration in the two studies which alone mediates this effect. Equally
plausible is the suggestion that the lower level of decerebration has partially damaged
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the cerebello-rubro-bulbar pathway where the face area of the red nucleus is relatively
rostral and dorsal. This, then, would account for the absence of cerebellar lesion effects,
since conditioning would have been established in an essentially acerebellar system.

It this latter suggestion is correct, then it must follow that conditioning can be
established without cerebellum, albeit in a decerebrate preparation. This suggestion is
consistent with observed low levels of eyeblink conditioning in chronic, decerebrate
cats3" in which the level of decerebration was caudal to the red nucleus. We too, of
course, observed emerging low levels of conditioning following the cerebellar ablation
in our decerebrates.

The main issue to resolve is whether these data implicate the cerebellum in NMR
conditioning. It seems that, in our decerebrates, cerebellum is importantly involved
because profound loss of conditioning follows its removal. That conditioning apparently
occurs in the absence of cerebellum in decerebrates is indicated by the final phase of
our own experiment, by Norman et all' and by Kelly et al 3 6 What is not resolved is
whether the CS-elicited responses seen in these studies are true CRs. Are they formed
associatively? Why are they seen only at low frequencies? Why are their amplitudes
lower than in intact subjects? Is their timing appropriate? Only when we have answers
to all of these questions can we rule out the cerebellum as a generator of the conditioned
responses that we observe in the intact animal.

CONCLUSIONS

Lesion experiments continue to fuel the debate over the role of cerebellum in motor
learning. Cerebellar lesions always cause conditioning deficits in normal animals. That
they do so entirely due to performance deficits is challenged by our finding that
cerebellar cortical lesions enhance unconditioned responses yet they depress condi-
tioned responses. That conditioning can be established in the decerebrate/cerebellec-
tomized preparation awaits verification that the CS-driven responses are produced
associatively. If so, then we will still need to know whether their obvious deficiencies in
amplitude and timing relate to the loss of a performance- or learning-related cerebellar
mechanism.
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Revealing the location of the plastic changes underlying the acquisition of learned
behavior has been an illusive experimental objective for several decades. Various behav-
iors falling within the loosely defined category of "motor learning" intuitively provided
the scientific community with certain advantages in pursuing this goal: simplicity of
behaviors, relatively well-known anatomical substrates for the involved reflexes, and
quantitative well-accepted methods for measuring changes in the behavior. Despite the
hope that the characteristics of the systems involved in motor learning would rapidly
lead to a definition of the anatomical pathways by which the modifications were
produced, in general the data have been consistently controversial.

Many of the controversies revolve around the supposition that one structure, the
cerebellum, may serve as the site of plastic changes required for a broad range of
conditioning and adaptive phenomena classified as motor learning. This proposal is
based on studies that have investigated the basis for modifications in the vestibulo-
ocular reflex," -5 the nictitating membrane reflex of the rabbit,6'7 the withdrawal re-
flex,"' as well as conditioned autonomic reflexes." Although this proposal had a
theoretical basis in the papers of Marr"2 and Albus,'3 the greatest initial experimental
impetus was provided by studies examining the adaptation of the vestibuloocular reflex
(VOR). Early studies illustrated that ablation of critical cerebellar regions resulted in
an inability to acquire this type of adaptive behavior. 4 In addition, some single-unit
studies indirectly supported this view. 3', 5 On the basis of these observations, specific
types of neuronal interactions, most notably involving the climbing fiber system, were
proposed as the mechanisms for inducing these plastic changes.'

Major support for the argument that the cerebellum serves as the critical site for
the plastic processes required for motor learning was further provided by a series of
experiments from at least two laboratories indicating that lesions in specific regions of
the cerebellar cortex and cerebellar nuclei were capable of eliminating the conditioned
nictitating membrane reflex without generating a parallel change in the unconditioned
response. 7 These lesions selectively abolished conditioned responses in animals that
had already acquired the behavior and, in addition, prevented the acquisition of the
behavior in naive animals. This view also was supported by single-unit recording
data.7' Despite this support, several studies have presented evidence that the plastic
changes underlying conditioned and/or adaptive behavior do not occur within the
cerebellum. Single-unit recordings in monkeys revealed that neural elements in the
cerebellar cortex were not modulated in a manner consistent with their involvement in
the plastic processes required for VOR adaptation 7." More recent studies revealed

aThis work was supported by a grant from the National Institutes of Health (NS21958).
h Address for correspondence: James R. Bloedel, Division of Neurobiology, Barrow Neurologi-

cal Institute. 350 W. Thomas Road, Phoenix, Arizona 85013.
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that the putative site for the plastic changes underlying VOR adaptation may be
occurring at the level of the vestibular nuclei," although information processing in the
cerebellum certainly may contribute to the time course and extent of the modifications.
In addition, lidocaine blockade of conduction in the climbing fiber projection, the
afferents felt to be essential for establishing the memory trace in the cerebellum,
immediatcl) modified the VOR gain, an observation inconsistent with the proposed
climbing fiber induction of the plastic changes required for VOR adaptation.2'

Data from other experiments, including those from our laboratory, suggest that the
cerebellum may not be required for the acquisition and performance of the conditioned
nictitating membrane reflex in the rabbit. Two sets of completed experiments now
support this alternate view. Experiments performed in our laboratory using decerebra-
te-decerebellate rabbits revealed that decerebrate animals that were previously condi-
tioned could execute the conditioned reflex behavior following complete removal of
the cerebellum.2 Furthermore, naive decerebrate rabbits could acquire the conditioned
behavior following cerebellar removal. In studies in intact cats Welsh and Harvey22

demonstrated that the effects produced by cerebellar lesions may be due to modifications
in the performance of the conditioned reflex rather the elimination of the critical storage
site for the underlying memory trace. More recently the same laboratory" reported
that rabbits were able to acquire the conditioned nictitating membrane reflex even
though a local anesthetic had been injected into the critical regions of the cerebellar
nuclei during training.

This paper will present an overview of two lines of experimentation in our laboratory
that address this controversy by examining the substrates required for the acquisition
and performance of two very different types of conditioned behavior. The first series is
based on a new conditioning paradigm in which modifications of the locomotor cycle
are produced in decerebrate ambulating ferrets and cats. The second series of studies
addresses the effects of cerebellar removal as well as the microinjection of lidocaine in
specific brainstem sites on the conditioned and unconditioned nictitating reflex in the
rabbit.

MODIFICATION OF THE LOCOMOTOR CYCLE IN
DECEREBRATE AND DECEREBRATE-DECEREBELLATE

ANIMALS

These experiments have been performed in ferrets and cats in an effort to examine
the modifiability of the locomotor cycle in ambulating, acutely decerebrate animals.
All animals were decerebrated at a supracollicular level using a series of electrolytic
lesions across the midbrain at a prerubral level appropriate for maintaining locomotion
with a treadmill moving underfoot. The animal's head was secured to a stereotaxic
head holder in order to appropriately mount stimulating and recording electrodes
required for some aspects of these experiments. The animal was held over the treadmill
with an abdominal sling. In several animals bipolar EMG electrodes were inserted into
the biceps and triceps muscles of each forelimb. In others the electrodes were implanted
in the brachioradialis as well. The forelimb to be perturbed was attached by a string
tied just above the wrist joint to the lever arm of a low-friction potentiometer in order
to measure the forward and backward movement of the animal's extremity. The signal
from this potentiometer also was used to trigger the timing of a perturbation applied
with an air-driven rod that could be interjected into the step cycle at specifiable times
during swing phase. Modifications in the step cycle were also induced by changing the
speed of the treadmill both in the presence and in the absence of continuous unilateral
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forelimb perturbation. The kinematics of the forelimb locomotor cycle were assessed
using a standard VCR camera together with a Watscope/Watsmart System that was
time coupled to the other components of the data acquisition system. The latter was
employed to monitor the position of the wrist, elbow, and shoulder joints and a specific
point on the scapula using infrared emitting diodes. This method made it possible to
quantify alterations in the limb's position in three-dimensional space and in addition
to calculate modifications in joint angle occurring during the experiment.

The principal observation from these initial studies"4 is summarized in FIGURE 1.
When the bar was first activated, the trajectory of the forelimb was interrupted by the
limb's contact with the bar (B). In the example shown, the 1'oot stumbled over the bar
after contact occurred. After 5- 10 steps, the height of the trajectory was elevated, and
the bar no longer produced a modification in swing phase as the limb was brought
forward (C). Once this behavior was acquired, discontinuation of the perturbation
resulted in a maintained elevation of swing phase for approximately five steps followed
by an extinction period during which the height of the wrist in swing phase progressively
decreased to prestimulus values (E). Across all of the animals in this study, the behavior
was acquired in approximately 5 to 25 trials and could be extinguished over a compara-
ble time course. In some animals the extinction phase had two components: an initial
rapid component lasting 3 to 15 step cycles and a later component that often lasted as
long as 30 sec during which the amplitude of stepping progressively decreased to
control values.

In later experiments performed on both ferrets and cats, a very sensitive touch
sensor was placed on the rod to determine if the foot completely missed the bar during
swing phase once the conditioned behavior was acquired. Although the bar was missed
in some steps, in most instances the foot was found to contact the bar lightly in the
majority of step cycles even when contact was so minimal that the trajectory of the
extremity was not modified. Additional analysis of this behavior further demonstrated
that the increased height of stepping was associated with an increased duration of the
step cycle, consistent with what has been reported in responses to perturbations applied
in single steps."~ Because the rate of ambulation remained the same, the increase in
step cycle duration resulted in a decrease in the number of steps per unit time.

In another series of animals the capacity to perform this type of behavior was
examined following chronic removal of the cerebellum. Ferrets used in this study were
decerebellated two months to one year before an acute decerebration identical to the
procedure described above. Their capacity to acquire the mnodification in gait observed
in the nondecerebellated animals is shown in FIGURE 2. This plot shows the time
course of the changes in the height of the step cycle in one of the ferrets in the study.
Clearly the animal was capable of the acquisition and extinction of the behavior with
a time course comparable to what was observed in ferrets with an intact cerebellum.

Even though the behavior could be acquired, performance deficits were definitely
present. In general, successive step cycles differed slightly due to an apparent disorgani-
zation of movement. This feature was accentuated when the animal was required to
step over the bar, resulting in more failures to clear the bar after the acquisition phase
of the paradigm than were observed in animals before cerebellectomy.

Additional studies in our laboratory examining neuronal interactions in the cerebel-
lum during the acquisition of this type of conditioned behavior also are consistent with
the proposal that this structure plays a role in ongoing regulation of motor behavior
rather than the plastic processes underlying its acquisition. In a preliminary report of
studies in the decerebrate, ambulating ferret, in which the activity of up to five sagittally
oriented Purkinje cells were recorded simultaneously within a single folium, 26 the
relationship of the simple and complex spike responses were found to be different than
predicted from the learning theories of climbing fiber function. According to most of
these views, the climbing fiber system would be expected to induce chaniges in simple
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FIGURE 1. Characteristics of the modifications induced by perturbations of the step cycle in
decerebrate ambulating ferrets. (A-E): Reconstructed stick figures of swing phase under the five
indicated conditions. Stick figures are reconstructed from the position of the diodes located over
the shoulder, elbow, and wrist. (F-J): Dots representing the position of the wrist joint over the
same five conditions. The open circles in G, H, and I indicate the position of the perturbation rod
relative to the step cycle. Because extinction was demonstrated after cessation of perturbation,
the open circle in I indicates only the previous position of the bar when perturbations were applied
during conditioning. 2'

spike responses that would persist following a decrease in the climbing fiber activity
after the behavior was acquired.' Rather than this type of interaction, a statistically
significant parallel relationship was found between the simple and complex spike activ-
ity during the acquisition as well as the performance phase of this conditioned behavior.
The occurrence of complex spikes was associated with an enhanced modulation of
simple spikes.

These experiments have recently been continued in cats in which five Purkinje cells
in each of two sagittal zones were simultaneously recorded. The overall objective of
these studies is to compare simultaneously the information processing in identified
sagittal zones during the acquisition and performance of modifications in the step cycle.
Zones were identified electrophysiologically using the criteria of Oscarsson. 2' The data
in FIGURE 3 illustrate this type of experiment. These data were obtained from five cells
in zone B and five cells from zone C2, all recorded simultaneously. The records for
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FIGURE 2. Plot of the change in step height as a function of number of steps during modification
of the locomotor cycle in a decerebrate-decerebellate ferret. The step cycle at which the perturba-
tion was initiated and concluded is indicated by P+ and P-. respectively. In this example, the
animal increased its stepping height approximately three times during control locomotion. The
step number can be obtained by multiplying the number on the abscissa times 4.
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FIGURE 3. Change of Purkinje cell activity associated with modification of the step cycle in an
acutely decerebrate ambulating cat. This figure illustrates the simultaneously recorded unitary
activity often Purkinje cells, five in zone C2 (A-C) and five in zone B (D-F). The digitized spike
trains of each simultaneously recorded neuron are shown in separate traces. The times of occur-
rence of each cell's complex spikes are shown below each digitized ;pike train as dots. The RTPRs.
calculated from the unitary activity in each zone, are shown in C and F, respectively. The arrow
indicates the time at which the perturbations were initiated. The anterior/posterior excursion of
the animal's forelimb during locomotion as monitored using the potentiometer as described in
the text is shown in G. The times of occurrence of the perturbations are indicated in H. The
composite records of the climbing fiber activity for all the cells recorded in each zone are shown
in A and D. respectively.
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each cell in B and E illustrate their digitized simple spike activity, with the time of
occurrence of their complex spikes shown by dots below each record. The combined
complex spike activity for all cells on each array is shown in A and D, respectively;
the dots corresponding to each cell's complex spikes are on separate lines. The combined
response of the cells in each zone are presented as real-time postsynaptic responses
(RTPRs) in C and F. The RTPRs represent the summed hyperpolarizations evoked
by all isolated neurons in a zone on a simulated postsynaptic neuron (see Lou -nd
Bloedel2" for more details on the method). This analytical approach makes it possible
to quantify the population's response relative to a behavior or an event in real time
without the need for averaging or histogram construction.

In this example the perturbation bar was applied during successive steps beginning
at the arrow. Although these data are quite preliminary, the initial findings indicate
that at least in zones B, Cl, and C2, the modulation of both simple and complex spike
activity is most dramatic after the animal begins to acquire the behavior rather than
at the very initial stages of the acquisition process. This feature is apparent in the
example shown in FIGURE 3. Notice that the complex and simple spike modulation
becomes more dramatic as the animal acquires the behavior, not at the initiation of the
perturbation. As in our initial study on this question,2" there continues to be a parallel
relationship between simple and complex activity rather than the type of relationship
predicted from learning theories2' 2 3 in which the climbing fiber input acts as a
"teacher," disappearing after the induction of a pattern of modulation in the Purkinje
cell's simple spike responses.

SUBSTRATES FOR THE CONDITIONED NICTITATING
MEMBRANE REFLEX IN THE RABBIT

Two lines of experiments have been done in our laboratory to address the neuroana-
tomical substrate required for the acquisition and performance of the conditioned
nictitating membrane reflex (NMR). The first study focused on whether the cerebellum
was required for this type of reflex behavior.2 As reviewed above, previous studies"
indicated that discrete lesions in the cerebellar cortex and cerebellar nuclei resulted in
a selective suppression of the conditioned reflex without a parallel change in the
amplitude or incidence of the unconditioned reflex. To approach this issue as definitively
as possible, a preparation was developed utilizing cerebellectomized, acutely decere-
brate rabbits. Previous studies indicated that the conditioned NMR could be evoked
in decerebrate animals.29-1

Decerebration was performed electrolytically across the brainstem just rostral to
the red nucleus. The red nucleus was not damaged by the lesion in any animal included
in the study. The cerebellectomy was performed by aspirating the cerebellum through
a craniectomy. In all of the reported animals all of the cerebellar nuclei ipsilateral to
the eye receiving the airpuff were either aspirated or aspirated substantially enough to
be completely disconnected from the brainstem. Animals were conditioned using a
traditional paired-stimulus delay paradigm with a l-kHz, 85-db tone superimposed on
75-db white noise serving as the conditioned stimulus and a 75-msec duration airpuff
as the unconditioned stimulus. The interstimulus interval ranged from 250-400 msec.

As previously reported by Kelly et al.,2' all of the decerebrate rabbits capable of
acquiring the conditioned behavior before the cerebellum was removed also demon-
strated or were capable of reacquiring the conditioned reflex following cerebellectomy.
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An example of the conditioned behavior observt : these animals is shown in FIGLRi
4. This animal acquired the conditioned behavior before cerebellectomy. However,
tollowing the surgical removal of the cerebellum, the incidence of CR responding was
nea- control levels. Upon resuming paired stimuli the animal clearly was capable of
reacquiring the conditioned behavior. Furthermore the behavior could be repeatedly
extinguished and reacquired. It should be emphasized that the published data of Kelly
et al. illustrate that the conditioned responses obtained in most of these exper~ments
were quite robust. All responses classified as conditioned responses were no less :han
10% of the amplitude of the unconditioned response. These same experiments illus-
trated that naive decerebrate rabbits could acquire the conditioned behavior after
cerebellar removal.
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FIGURE 4. Time course of the acquisition of the conditioned nictitating membrane reflex (CR)
in a decerebrate-decerebellate rabbit. This plot illustrates three successive epochs during which
the conditioned reflex behavi w was acquired during the use of the paired stimulus paradigm
described in the text. (From Kelly et aL: used with permission.)

After demonstrating that decerebrate-decerebellate rabbits con acquire as well as
execute the classicaliy conditioned NMR and following the demonstration by Welsh
and Harvev- that the effects of cerebellar ablation in the intact rabbits were likely the
consequence of a performance deficit, the focus in our laboratory turned to the brain-
stem as the potential substrate for the plastic changes required for the acquisition of
the conditioned NMR.

The possible involvement of brainstem nuclei was investigated by determining the
effects of lidocaine microinjection into specific brainstem sites on the properties of
the conditioned and unconditioned NMRs. Initial experimentr were performed using
injections in the red nucleus, the principal target oucleus of the cerebellar nuclear
regions proposed by some to be required for the plastic changes underiving the acquis -
tion of the conditioned reflex.' In addition, inferences made in other studies implied
that the red nucleus itself may be involved in the acquisition process."
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All of the lidocaine microinjection experiments were performed in iviact albino
New Zealand rabbits instrumented ,ith guide tub s for injection cannulae as well as
for the devices required for applying the airpuff stimuli, for applying the light stimuli
(when required), and for measuring the movement of the nictitating membrane. Condi-
tioned stimuli consisted ofa l-kHz, 85-db tone superimposed on the 75-db white noise.
The unconditioned stimulus, applied 350 msec after the onset of the condition'd
stimulus, consisted of a 75- to 100-msec duration airpuff that was 30 psi at the source.
The cond~tioned and unconditioned stimuli were coterminal.

All animals were conditioned using a delayed pai-ed-stimulus paradigm for approxi-
mately 10 days until a baseline performance above the 95% criterion was consistently
achieved by the animal. Once the six- to seven-day training period was completed, the
paradigm was altered in order to assess the effects of lidocaine injection. Stimuli were
applied in three-trial sequences: airpuff alone, a paired tone-airpuff, and a light stimulus
alone adequate for evoking an NMR. The unconditioned light stimulus was used to
provide a reflexively evoked movement of the nictitating membrane that was dependent
on the same efferent projection but not the same afferent projection as the response to
airpuff. This made it possible to determine, at least to some degree, whether any changes
in conditioned and unconditioned reflex behavior may be the consequence of the spread
of lidocaine to critical output projections of the motor neurons.

After one day of applying the three-trial sequences to assess baseline responding,
the effects of injecting 4% buffered lidocaine in the rubral and perirubral region were
determined. The injecting needles were localized through a guide tube system installed
at the beginning of the experiment. After adequate control trials were performed, 0.3
to I MLl of the lidocaine solution was slowly injected over a 5- to 6-min period as the
three-trial sequence paradigm was continued.

Data from one of these experiments is shown in FIGURE 5. These bar graphs
illustrate the effects of the lidocaine injection on both the conditioned and uncondi-
tioned responses. Note that the effect of this injection, localized to the lower medial
region of the red nucleus, resulted in a parallel reduction in the amplitude of both the
conditioned and unconditioned responses. In all cases (n = 9) parallel reductions in
the conditioned response and inconditioned response (CR and UR) were observed
when the injection site was in or just adjacent to the red nucleus. These effects of
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FIGURE 5. T'he effect of lidocaine injection in the contralateral red nucleus on the CR. UR,
(unconditioned response. paired trials), and UR in an intact, awake rabbit,
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FIGURE 6. The effect of lidocaine injection in the region of the medial spinal trigeminal nucleus
on the CR and UR in an intact, awake rabbit. These responses were selected to show the paired
CR- U R records and the unpaired UR records before (A), immediately after (B), and near recovery
(C) from the injection.

lidocaine injection were well localized. When a comparable amount of lidocaine was
injected approximately 1 mm above or below the original injection site, the same
changes in the CR and UR were not observed. In this experiment all of the responses
had not yet returned to control values at the time (15 min postinjection) the recovery
measurements were obtained. Furthermore, the injection of saline at the original site
had no effect.

In contrast to the effects observed in the red nucleus study, microinjection of
lidocaine in the vicinity of specific regions of the pars oralis of the spinal trigeminal
nucleus produced selective changes in the conditioned reflex. The effect of injecting I
M1 of lidocaine at the medial border of this structure on the conditioned and uncondi-
tioned NMR in one animal is shown in FIGURE 6. Following the injection there was
a clear reduction in the amplitude of the conditioned reflex with no parallel reduction
in the amplitude of the unconditioned reflex. In fact the amplitude of the latter was
increased. Examples of the conditioned and unconditioned responses approximately 20
min following the injection are shown. In addition to the reduction in the amplitude
of the conditioned response, its incidence also was reduced substantially, whereas the
incidence of the unconditioned response remained at 100%.

In contrast to these observations, parallel effects on the conditioned and uncondi-
tioned responses were often observed at injection sites in other regions of the spinal
trigeminal nucleus. In fact parallel changes were observed in two animals following an
injection located at the same AP level but on the lateral edge of this structure in the
absence of any statistically significant change in the amplitude of the unconditioned
responses evoked by light.

CONCLUSIONS AND INFERENCES

The data presented here summarize the findings in our laboratory supporting the
argument that extracerebellar sites are responsible for the plastic changes required for
motor learning in two types of conditioned behaviors. Furthermore the findings ob-
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tained from decerebrate locomoting ferrets and cats reveal that the modified behavior
in these preparations can be quite complicated, involving the apprcpriate sequential
activation of muscles as well as the bilateral coordination of limb movements required
for the asymmetrical responses to the perturbations of the step cycle.

Substantial discrepancies remain between our findings and those of at least two
other laboratories regarding the role of the cerebellum in this type of motor learning.
These studies all support the argument that the cerebellum is not a required storage
site of the plastic changes underlying VOR adaptation,34 the classical conditioning of
the NMR, 23 or the modifications of the locomotor cycle described above. Nevertheless,
there continue to be reports that discrete lesions of the cerebellar cortex and nuclei can
produce selective decreases in the acquisition as well as the amplitude of the conditioned
response, including the report by Yeo35 in this volume. The basis for the dramatic
difference in these findings remains unclear.

An hypothesis regarding this issue has recently been presented by Bloedel and
Kelly." They proposed that the primary effect of cerebellar lesions on the conditioned
response results from a dramatic change in the excitability (and consequently the
functional properties) of neurons in the brainstem circuits responsible for mediating
the CR due to the loss of tonically active inputs from the cerebellar nuclei. In other
aspects of motor function the effects of cerebellar lesions on the excitability of pathways
outside the cerebellum are well known.-7 These effects are usually most profound at
times ranging from one to three weeks following the lesion, depending on the species.3"
Although some exceptions do exist in the literature, those studies advocating a perma-
nent learning deficit" 7 in general acquired observations sooner after the cerebellar
lesions than those suggesting an effect due to a performance deficit.22 Consequently it
is possible that the failure to demonstrate conditioned responses and their acquisition
in the studies supporting the cerebellar learning hypothesis is related to this mechanism.
Based on this same argument, our findings in decerebrate preparations may have
resulted from a fortuitous modification in the tonic excitability of brainstem neurons
following decerebration that offset the change induced by cerebellar lesions. This effect
could also explain why the conditioned responses observed in our studies were more
robust (see FIG. 1 of Kelly et a. 21) than those observed in the study of Welsh and
Harvey.22

Last, this mechanism could also be the basis for the difference between our studies
and those reported by Yeo in this volume." The difference in the level of decerebration
employed in these two experiments may be at least 2-3 mm. It is well known that in
the cat differences as small as 0.5-1.0 mm in the level of decerebration can produce
dramatic changes in muscle tone as well as locomotion. Consequently it is possible that
decerebration at the two levels represented in the experiments on classical NMR
conditioning do not result in the same changes in the tonic activity of brainstem neurons
responsible for the CR.

It should be emphasized that the results from our laboratory do not represent an
isolated finding or a single series of experiments. Rather they represent a consistent
series of findings ranging from data obtained in decerebellate-decerebrate rabbits to
data acquired during temporary lesions of selected brainstem nuclei. Furthermore all
of our studies on the cerebellar cortical interactions involving the climbing fiber sys-
tem, " the system originally proposed as the one responsible for establishing the engram
in the cerebellum, 2-" support the notion that this afferent system is involved in opera-
tional, short-term interactions rather than those underlying prolonged modifications
in the excitability of cerebellar neurons. Last, it must be emphasized that to date there
is no evidence that any long-term neuronal interaction is produced by the action of the
climbing fibers in the cerebellar nuclei, another location suggested as the storage site
required for the acquisition and execution of the CR.7
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One final point must be stressed regarding the experiments supporting an essential
role of the cerebellum as a storage site required for the acquisition and performance of
conditioned reflexes. Causal relations between structure and function are very difficult
to establish definitively using ablation techniques, the approacn used by most investiga-
tors favoring a cerebellar storage site for at least the conditioning of the NMR. For
example, ablating the cerebellum has been shown to produce profound deficits in types
of quadruped behavior for which this structure is not essential, particularly during the
first one to three weeks following the lesion. 7 These include locomotion, standing, and
reaching. Just as the cerebellum is not solely essential for these functions, it may not
be essential for the acquisition and execution of the conditioned NMR. Lesions of the
cerebellum may dramatically affect this reflex for the reasons discussed above rather
than because a storage site required for the plastic changes had been removed. The
recent studies of Weisz and LoTurco 4 support this contention by showing that UR
facilitation, a phenomenon also resulting from the conditioning procedure, is not
abolished by a cerebellar lesion that eliminates the performance of the CR. This finding
might be expected if cerebellar lesions affect the excitability of extracerebellar circuits
that are required for the plastic processes rather than eliminate the critical storage site.

The same caution must be exercised in interpreting the findings reported here
showing that lidocaine injection at the medial edge of the spinal trigeminal nucleus
selectively abolishes the CR. Although these data offer an alternative to the cerebellum
as a site for the plastic changes, clearly the results also could be due to interrupting
the afferent limb of a circuit in which the plastic changes are occurring elsewhere along
the pathway. Additional experiments are required to resolve this issue. Nevertheless,
the findings do demonstrate that the CR pathway can be separated from the UR
pathway even at the afferent-most side of these reflex circuits.

Despite the differences in the observations reviewed above, the fact remains that
the execution of conditioned NMRs has been reported in both intact and decerebrate
rabbits following substantial cerebellar lesions. Furthermore in a recent abstract Welsh
and Harvey2 3 reported that it was possible for an animal to actually acquire the
conditioned behavior during the application of an anesthetizing dose of lidocaine in
the critical regions of the cerebellar nuclei. These data clearly represent positive findings
supporting the argument that the cerebellum is not an essential site for the storage of
engrams required for this type of motor learning.

Ongoing studies utilizing the locomotor paradigm to examine changes in the behav-
ior of the small populations of Purkinje cells during conditioning (see FIG. 3), although
preliminary, are consistent with the role of the cerebellum in regulating the ongoing
performance of coordinated movements, a role that could contribute to the acquisition
or learning of a motor task without this structure serving as the storage site for the
learned behavior. The contribution of the cerebellum to the process of motor learning
by enhancing the quality of motor performance is likely to apply to the acquisition of
many types of skilled movements.

More generally, in our view the combined data regarding substrates for plastic
changes required for the modifications of conditioned motor behaviors imply that the
plastic changes likely occur, not within a common site serving as a shared memory
bank among all of the subsystems involved in different types of motor learning, but
within the anatomical pathways required for the execution of the specific behavior
undergoing the modification. FIGURE 7 illustrates this concept. According to this view
engrams established during conditioning or reflex adaptation are substrate specific. This
hypothesis further implies that substrates for motor learning are distributed and utilize
the properties of pathways specifically related to the behavior undergoing modification.
Although additional studies are required to fully test this view, it should be emphasized
that it is not only supported by the work reviewed in this manuscript but also by studies
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examining response modifications in spinal reflex circuits that clearly do not employ a
common structure such as the cerebellum.4' Finally this concept leaves open the
possibility that plastic changes in the cerebellum could be essential for the acquisition
of other behaviors that actually require this structure as a component of the circuitry
required for their execution.

In summary, in our view the cerebellum can no longer be considered to be an
essential substrate for the plastic changes required for NMR conditioning and very
likely for most conditioned behavior. Rather, it likely plays its primary role in most
(but possibly not all) types of motor learning by contributing to the optimal performance
of the task to be learned. This argument does not exclude the possibility that plastic
changes may occur in this structure 1) early in the development of motor behavior, 2)
when there are extreme and prolonged modifications in the activity level of the animal,
and 3) when the cerebellum is an essential component of the circuit required for the
execution of the task. All three of these features characterize the bases for plastic
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FIGURE 7. Diagrams illustrating the difference between two concepts pertaining to the substrate
for motor learning. Top diagram: Concept of substrate-specific plastic changes. Bottom diagram:
Concept of a shared cerebellar network utilized as the site of plastic changes by many central
systems involved in motor learning.

changes in other central structures (see other papers in this volume). Consequently
plastic changes that may occur in the cerebellum are not likely to be due to its unique
role in motor learning. Rather it is likely to be the result of processes that govern
plastic changes elsewhere in the brain that are either developmentally or activity
dependent.
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Properties of Cross-Axis Adaptationa
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Since its description by Gonshor and Melvill-Jonesl plastic adaptive control of the
vestibuloocular reflex (VOR) has become an accepted model of motor learning. Its role
is to adjust the size, direction, and timing of eye movements produced by the VOR so
that they precisely compensate for any motion of the head. Adjustment is crucial since
the VOR is an "open loop" system in that the eye movements it produces are not
sensed by the labyrinthine receptors that generate those movements. Errors are only
sensed by visual receptors, and the eye movements that they elicit are too slow to
modify the VOR during an individual head movement. Instead, these errors, which
take the form of slip of images on the retina, activate adaptive mechanisms, which
modify VOR circuits in a way that will reduce the error during future head movements.

Initial studies of VOR plasticity were one-dimensional. They concentrated on
changes in VOR gain (ratio of amplitudes of VOR eye movement and head movement)
that resulted when subjects wore magnifying, reducing, or reversing lenses that altered
the image slip produced by a head movement.- 3 Studies of VOR plasticity in three
dimensions began in 1981. Berthoz et al.4 reported that prism-induced VOR gain
changes are specific to planes in which image reversal occurs. Schultheis and Robinson5

showed that pairing pitch rotation with horizontal optokinetic rotation alters the
direction of VOR induced by pitch in the dark by adding an adaptive horizontal
component. This chapter concentrates on cross-axis plastic changes in VOR direction
produced either by pairing pitch rotation with horizontal optokinetic rotation' or
by pairing horizontal rotation with pitch optokinetic rotation.7 Because these plastic
responses occur in a direction orthogonal to the normal VOR, we have been able to
measure their properties with high fidelity, obtaining data that have led us to new
models of the plastic process. In this chapter we will first discuss the three-dimensional
transformations that take place in the normal VOR, which must be understood before
considering VOR plasticity. We will then present our current model of VOR plasticity
followed by the data that led to its generation.
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THREE-DIMENSIONAL TRANSFORMATIONS IN VOR

The most direct pathways mediating the VOR consist of three neurons: a semicircu-
lar canal afferent fiber, a vestibuloocular relay neuron (VORN), and an extraocular
motoneuron. Dashed lines in FIGURE 3 indicate the three-neuron arc that connects the
right horizontal canal to left lateral rectus motoneurons. Less direct pathways involving
neurons in cerebellum, prepositus hypoglossi nucleus, reticular formation, and other
structures are in parallel with the three-neuron arcs. FIGURE 1 illustrates the technique
we and others use to quantify the spatial transformations that occur in these pathways.
Activity of a neuron, or in this case of an extraocular muscle, is recorded during
sinusoidal rotation in many different planes in space. As illustrated by the data traces,
when the rotation frequency is > C.5 Hz, VORNs and eye muscles' show sinusoidal
modulation, the amplitude of which varies as the cosine of the angle between the axis
of the rotation and a best axis, which we refer to as the "maximum activation direction"
or MAD. Responses of semicircular canal afferents exhibit similar cosine tuning."
Because of the approximately linear behavior of the system, its spatial properties can
be completely described by finding MADs of its neural elements. We then seek to
understand how VOR circuitry transforms the MADs of canal afferents into MADs
of extraocular muscles that are appropriate to generate a compensatory VOR.

FIGURE 2A shows the MADs of the elements of the three-neuron VOR arc in the
cat. Comparing the MADs of horizontal canals and horizontal rectus eye muscles
reveals that they are nearly perfectly aligned. Thus connecting one to the other will
suffice to generate the observed responses.' This is not the case for vertical canals and
eye muscles. Relative to the canal MADs, those of oblique muscles are shifted toward
the roll axis, requiring additive convergence of signals from anterior and posterior
canals on the same side to produce the required spatial transformation. A number of
the VORNs in FIGURE 2A have MADs aligned with those of oblique muscles, which
indicates that they receive the convergent input required to mediate this transforma-
tion.','0 However, none of the VORNs had MADs aligned with those of vertical rectus
muscles, which require convergent input from bilateral posterior or anterior canals.
We believe that this convergence may arise from the bilateral projections of VORNs
to vertical rectus motoneurons."2. Thus the three-neuron arc circuitry is sufficient to
explain the spatial transformations underlying the VOR. Part of the process involves
convergence of canal signals upon VORNs, part the divergent projections of VORNs
to notoneurons.

Can the responses and projections of VORNs also account for cross-axis VOR
plasticity? Perhaps so, as shown by FIGURE 2B. In this case the MAD of an anterior
canal-type vertical VORN wes measured and then the animal was exposed to 40 min
of horizontal rotation paired with vertical optokinetic rotation as described by Harrison
et at.7 Initially the VORN had little response to horizontal rotation (that is, its MAD
had little upward or downward component in the front view). After adaptation, the
MAD had a downward direction indicating that the neuron was now excited by
rightward horizontal rotation. 4 Activation of anterior canal VORNs generates upward
eye movements. Thus the VORNs response was appropriate to contribute to the
adapted VOR in which rightward rotation was coupled to an upward eye movement.

MODEL OF VOR PLASTICITY

FIGURE 3 is a model of the neuronal substrates of the cross-axis adaptation that
occurs when downward pitch rotation, which activates the anterior canals, is coupled
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FIGURE 1. Calculation of maximal activation direction (MAD) vector. At top. a sinusoid is
fitted to gains of left inferior rectus muscle EMG responses obtained by rotating the cat about 12
earth horizontal axes whose angle with the cat's longitudinal axis is plotted on abscissa. Cartoons
show the orientation for each rotation. The sinusoid yields estimates of the muscle's response to
pitch and roll rotations. An estimate of response to yaw is derived from other data series. The
vector formed by these three values (pitch, roll, yaw) is normalized to a length of 1.0 to obtain
the MAD vector, which is plotted in three views of the cat at the bottom. According to the "right
hand rule," if the right thumb is placed along the vector, the curl of the right fingers indicates
the direction of rotation (nose up and slightly to the right in this case) that maximally activates
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with leftward motion of a visual pattern. The model has been simplified by showing
only the pathways that connect three receptors of the right labyrinth with lateral, but
not medial, rectus motoneurons. It contains three categories of pathways. The first are
the three-neuron arcs that connect the right horizontal and anterior semicircular canals
(RHC and RAC) to horizontal and vertical extraocular motoneurons. Only the first
stage of the vertical three-neuron arc is shown, solid lines indicate that this pathway
is activated by the stimulus. Dashed lines indicate that the RHC and the contralaterally
projecting horizontal VORN, which does not receive inhibition from the flocculus, ' 6

A. Front View Top View

HC -- G 1 PC SO IO AC

IR SR

-0 00-

-0 0

post-adaptationB.' t,

control

control

post-adaptation

FIGURE 2. Maximal activation directions of semicircular canals, vestibuloocular relay neurons,
and extraocular muscles. (A) MADs of VORNs compared with those of ipsilateral canals (HC.
PC. AC) and eye muscles (HR, SR. JR, SO, 10) receiving primary excitatory connections from
these canals. Note the alignment of some neuron MADs with MADs of oblique eye muscle, but
the lack of appropriate signals to drive the vertical recti. (8) AC-type VORN that developed a
large change in horizontal sensitivity during 40 min of coupling yaw rotation with vertical
optokinetic rotation.

are not activated. The diamond-shaped boxes in the pathways connecting RHC to
vertical VORNs and RAC to horizontal VORNs indicate that these pathways may
involve additional relays in vestibular or fastigial nuclei. Brainstem connections between
otolith organs and lateral rectus motoneurons are not shown because these would not
be expected to produce any net modulation during pitch rotations.

The second category of pathway involve, relays in the prepositus hypoglossi nucleus
and adjacent marginal zone of the medial vestibular nucleus. These regions contain
neurons that carry a horizontal eye positioa signal,"-" which we postulate is generated
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by positive feedback interconnections between them. As shown by Skavenski and
Robinson, " extraocular motoneurons must receive a combination of signals related to
velocity and position to match their discharge to the dynamic properties of the oculomo-
tor plant and thereby generate vestibuloocular eye movements that are exactly in phase
with (and opposite in direction to) head rotation. The medial vestibular and prepositus
nuclei are thought to generate the horizontal eye position signal, some of which is
routed back to VORNs (not shown), some of which is sent directly to lateral rectus
motoneurons and internuclear neurons in the abducens nucleus.2" As shown here, the
horizontal eye position module consists of coupled medial vestibular and prepositus
nucleus neurons that receive input from horizontal VORNs and send excitatory projec-
tions to ipsilateral and inhibitory projections to contralateral lateral rectus motoneu-
rons. Also shown is a possible input of convergent vertical eye position or velocity
signals.

The final category consists of pathways involving the inferior olive and cerebellar
flocculus that modulate the activity of the two brainstem circuits. Within the horizontal
eye velocity module are Purkinje cells of the middle zone of the cerebellar flocculus
that receive climbing fiber signals related to leftward retinal slip velocity and mossy
fiber signals related to a variety of vestibular, retinal slip, and eye velocity (efference
copy) signals.'6 21 2 2 Purkinje cells process these mossy fiber inputs to generate a motor
command signal, related in this case to the correction necessary to obtain the desired
horizontal eye velocity. Analogous processing takes place in the horizontal eye position
module where Purkinje cells process mossy fiber inputs related to activity of medial
and prepositus nucleus circuits to generate an inhibitory output appropriate to regulate
the eye position signal generated by those circuits. The actual manner in which Purkinje
cells process mossy fiber input is probably highly nonlinear. In a recent model of limb
movement control,23 Purkinje cells were assumed to be turned on and off in a bistable
fashion, inspired by the plateau potentials seen in dendritic recordings. 4'2  As pointed
out in the cited paper, a more realistic model of Purkinje cells should treat them as
multistable elements, assuming that local dendritic regions each behave in a bistable
manner and sum to produce a net somatic depolarization. Recent calcium imaging
results lend support to the concept that local dendritic regions exhibit plateau potentials
that can be controlled independently.2" From a functional standpoint, multistability
would give Purkinje cells the capacity to operate more like function generators than
conventional feedback elements.

In our model, as in that of Galiana,2" plasticity occurs both at parallel fiber synapses
in the cerebellar cortex and at synapses along the VOR pathway. The training rules
proposed for these two sites are based on current hypotheses regarding the mechanisms
that mediate plasticity at the cellular level.

The training scheme proposed for parallel fiber synapses is summarized in the top
half of FiGURE 4. It is based on the scheme discussed in Houk et a,13 which should
be consulted for additional references. Activity in a parallel fiber releases the neuro-
transmitter glutamate, which binds to quisqualate (Q) receptors located in the adjacent
dendritic spine.2 This reaction leads to excitatory current that causes local depolariza-
tion of a dendrite. When other inputs are present to make the local dendritic depolariza-
tion sufficiently strong, calcium channels are opened leading to the sustained plateau
potentials discussed above. The local dendritic depolarization then spreads to the
soma where it combines with depolarization from other dendrites to control somatic
depolarization and Purkinje cell discharge. This chain of events is assumed to control
the immediate response of the neuron. A slower process controlled by calcium levels
in the dendrite and by local chemical signals (such as diacylglycerol) regulates the
strength of parallel fiber synapses.22 According to our scheme, the local chemical
signals serve to render a synapse eligible for modification. When both the synaptic
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eligibility signal (designated E in Fi;. 4) and calcium are present, parallel fiber synapses
are modified by a protein kinase that desensitizes Q receptors, thus depressing synaptic
transmission. Calcium levels appear to be controlled both by the local postsynaptic
responses in dendrites and by the occurrences of climbing fiber action potentials. The
simultaneous presence of both influences greatly enhances plateau potentials and seems
to be required to produce long-term depression of the parallel fiber synapses." On the
other hand, long-term facilitation of parallel fiber synapses occurs when the synapse is
activated in the absence of climbing fiber activity, which suggests a requirement of both
eligibility and a low level of cal.:ium. The time constant of these plastic ,hanges is
hypothesized to be 0.5 hr. corresponding to the rapid phase of VOR plasticity.' " "

The :raining scheme proposed for vestibular neurons and other sites along the VOR
pathway is summarized in the bottom half of FIGURt- 4. Activity in a semicircular
canal afferent is shown to release an excitatory amino acid transmitter (probably
glutamate) that activates Q receptors on vestibular neurons." Indirect pathways to
vestibular neurons are also present, and they appear to rely more on the N-methyl-D-
aspartate (NMDA) subtype of excitatory amino acid receptor. The fast and slow
excitatory postsynaptic potentials (EPSPs) produced by these reactions cause depolar-
ization of the dendritic membrane. The dendritic trees of vestibular neurons are less
branched than those of Purkinje cells, and we have lumped dendritic and somatic zones
into a single site of depolarization in FIGURi- 4. Membrane potential is also influenced
by inhibitory input from Purkinje cells, and the net depolarization controls vestibular
nucleu'J discharge. Because there is evidence for long-term potentiation (LTP) in the
vestibular nuclei. 4 the mechanism proposed for synaptic plasticity is adapted from the
hypothesis for LTP discussed in Brown et at " According to this scheme, long-term
facilitatio of Q receptors depends on two factors: the synaptic activation of NMDA
receptors and the level of postsynaptic depolarization in the vicinity of NMDA-
activated channels. When this dual dependence is satis .-d, these unique voltage- and
transmitter-dependent channels permit an influx of calcium. Via a protein kinase
mechanism different from the one operative at parallel fiber synapses. the sensitivity of
Q receptors is enhanced." This mechanism is thought to give rise to a use-dependent.
Hebbian type of synaptic plasticity whereby synapses that are active when the postsyn-
aptic neuron is active become strengthened," and synapses active when the neuron
is inactive become weakened." We propose that this plasticity has a time course
corresponding to the 8-12-hr time constant for the slow phase of VOR plasticity.'

Hebbian synaipses are capable of organizing input systems for efficient feature
detection. ' However, we do not believe that a simple use-dependent mechanism would
be capable of controlling the interactions of the motor system with the environment in
a very intelligent fashion. In essence. Hebbian synapses would be effective in reinforcing
habits. Hnwever, useful habits would have to be imposed by a more intelligent system
that is responsive to training signals based on sensory feedback from the environment.
We propose that the intelligent interactions with the environment are mediated by
Purkinje cells in the cerebellar cortex, and that those patterns Purkinje cells regularly
impose on the more direct VOR pathways are progressively adopted as useful habits
by a Hebbian training scheme operating at the latter synapses. According to the scheme
in FiU;UF 4, Purkinje cells impose useful patterns by withholding inhibition, and these
become habitual reflexes as a consequence of enhanced postsy.aptic depolarization,
which strengthens canal inputs that are simultaneously active. In contrast, existing
habits that are not useful would be inhibited by Purkinje cell inhibition, and this would
promote a weakening of synapses that are attempting to excite the inhibited VOR
neurons. As a new habit is acquired by the VOR pathway, its dependence on cerebellar
cortical control would diminish.
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The adaptive mechanisms operative in the cerebellar cortex are seen to be intelligent
as a consequence of two factors: 1) the enormous number and diversity of parallel fiber
signals available as potential input to each Purkinje cell and 2) the specialized training
inputs from climbing fibers that signal specific evaluations of motor performance.
Although the present model in'iudes five types of parallel fiber input to floccular
Purkinje cells and presumes vari.), :.- the nonlinear relations of each of these types, it
undoubtedly undereqtimate'i the true diversity of the input vector to Purkinje cells. The
specificity of training signals is provided by the directional tuning characteristics of
retinal-slip climbing fiber input to different categories of Purkinje cells. This combina-
tion of diversity of potential input with specific training signals seems ideal for the
intedigent control of motor outflow.

When pitch rotation is paired with horizontal image motions, the circuits in the
model undergo plastic changes that couple pitch rotations to horizontal eye movements.
The sequence of events can be described as follows. 1) Downward pitch excites afferents
from the RAC, which generate vertical vestibuloocular eye movements and also activate
vestibuiar neurons that project to the flocculus as mossy fibers. The granule cells
activated by these mossy fibers send their parallel fibers to both vertical and horizontal
eye movement regions of the flocculus (Ito, personal communication). 2) Leftward
image motion activates accessory optic pathways that excite neurons in the left inferior
olive that send climbing fibers to the middle (horizontal) zone of the right flocculus.
3) Within the horizontal eye velocity module, climbing fiber spikes will coincide with

parallel fiber activity produced by the RAC, causing the synaptic weight of their
synaptic excitation of Purkinje cells to decrease (plastic synapse 1 in FIG. 3). This
change will occur with a time constant of 0.5 hr. 4) This synaptic change will decrease
the inhibition of ipsilaterally projecting horizontal VORNs during downward pitch. 5)
These horizontal VORNs will therefore fire during downward pitch, causing a leftward

eye movement by their inhibition of right lateral rectus motoneurons. 6) If the corrective
Purkinje inhibition continues to act on the horizontal VORN for a long enough time,
it will cause plastic changes in synaptic input reaching that VORN from the RAC
(plastic synapse 2). These changes, which have a time constant of 8- 12 hr, would cause
the same cross-coupled vestibuloocular eye movements that were produced by the
flocculus signal. 7) The flocculus would therefore receive less climbing fiber input
correlated with downward pitch and its synapses would tend to return to their initial
state so that after a day of training, the adaptive response would be mediated primarily
by brainstem pathways.

If the cross-axis plastic eye movement is exactly in phase with the moving visual

pattern, no change will occur in the horizontal eye position module because climbing
fiber activity that is in phase with the velocity of retinal slip will be 900 out of phase
with the eye position signals reaching Purkinje cells via parallel fibers. If there is an

error in phase, however, climbing fiber activity will tend to coincide with either leftward
or rightward position signals carried by parallel fibers, thereby reducing the synaptic
weight of zhe signal with which they overlap (plastic synapse 3). The resulting change
in activity of medial and prepositus nuclei neurons will shift the ratio of eye position
and velocity signals reaching motoneurons thereby reducing the phase error. As in the
eye velocity module, prolonged action of the corrective Purkinje inhibition on target
neurons in the marginal zone of the medial nucleus would give rise to slower adaptive
changes in synaptic weights of afferent signals acting on those neurons (plastic synapse
4). In addition to horizontal eye position signals expected in this module, the model
also shows a possible convergent vertical eye velocity or position signal acting on the
flocculus and medial nucleus neurons of this module. The rationale for this signal will
be discussed below.
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EXPERIMENTAL EVIDENCE THAT SUPPORTS THE MODEL

The model is designed to be compatible with the known physiological properties of
VOR adaptation. One such property is the fact that cerebellar lesions block plasticity
in mammals even when training continues for many days) .3 This indicates that the
flocculus is either 1) a relay for adaptive changes occurring before it, 2) the site of
plastic changes, or 3) the generator of error signals that elicit plasticity elsewhere. Our
model hypothesizes that options 2 and 3 are true for short- and long-term plasticity,
respectively. Recent observations of VOR plasticity in cerebellectomized fish' can be
explained by assuming that after a long recovery period, signals other than flocculus
output can induce plastic changes at the brainstem site proposed in the model. Flocculus
lesions also impair the adjustment of the eye position component of horizontal saccadic
eye movements,4 which is consistent with the proposed role of the flocculus in the eye
position module of the model.

The role of the flocculus in VOR plasticity is a matter of vigorous debate. Ito et
a!.42 have shown that vestibular input to flocculus can be altered by long-term depres-
sion induced by pairing climbing fiber and vestibular mossy fiber input. He asserts that
this is the mechanism underlying changes in VOR gain in animals that wear magnifying,
reducing. or reversing lenses (cf. Ito43 and Nagao" 4-). After analyzing changes in
behavior of gaze velocity Purkinje cells during VOR in the dark in monkeys with
long-term changes in VOR gain. Miles et al.4" concluded that such changes are second-
ary to alteration in eye velocity feedback and do not cause the adaptive change in VOR
gain, a conclusion that is in line with the short latency of the gain change (19 msec)
under these conditions.4 7 We believe that a key to resolving this controversy lies in the
fact that VOR plasticity occurs in two distinct phases: short-term plasticity with a time
constant of -0.5 hr and long-term plasticity with a time constant of 8-12 hr.

27'
-;0

4S

FIGURE 5B shows the time course of onset of short-term plastic changes produced by
coupling vertical image motion to horizontal rotation. The controversy concerning the
floccalus can be reconciled if we hypothesize, as shown in FIGURE 3, that short-term
plasticity occurs in the flocculus (site 1) and that the persistence of the flocculus correction
signal opt brainstem neurons causes long-term plastic changes in brainstem (site 2). Once
the slower learning had occurred, the synaptic weight would decrease toward normal
at site 1. yielding the situation observed by Miles et al.4" and Lisberger.47 The two sites
of learning are also compatible with other properties of VOR plasticity described below.
Galiana et al ' nroposed that learning might occur in the vestibular commissural
system rather than at sites 2 and 4 in FIGURE 3. This hypothesis is not consistent with
Lisberger's' observation that the largest changes occur in neurons that receive flocculus
inhibition since Sato and Kawasaki" have shown that these neurons do not receive
commissural inhibition.

Latency

As illustrated in FIGURE 5C, the latency of vertical eye movements induced by yaw
rotation in darkness after 2-3 hr of coupling horizontal rotations with vertical pitch
image motions is typically 30-40 msec, although exceptional cats reach latencies as
short as 20 msec."' The former correspond to the 30-msec latencies Snyder and King"1

observed for short-term plasticity of cat vertical VOR. The latter resemble the 19-msec
latencies Lisberger obtained by adapting monkeys to 2 x lenses for > 7 days (long-
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term plasticity). Nineteen milliseconds appears to be too short to allow involvement of
cerebellar circuitry, suggesting that plastic changes in brainstem elements are involved.
On the other hand, latencies _> 30 msec that characterize short-term plasticity are
consistent with cerebellar involvement as proposed by Ito.43 Once again the data can
be explained by proposing that short-term learning occurs in the flocculus and that
continued correction of brainstem circuits by flocculus causes long-term plasticity in
brainstem neurons.

Contex. Dependency

If a cat is trained by placing it right ear down and pairing rotation in its sagittal
plane (horizontal to the earth) with left-right optokinetic image motion, a cross-coupled
adaptive response develops that is maximal when the cat is right ear down and smaller
when the same sagittal rotatiin is applied in different orientations with respect to
gravity.52 As illustrated in FIGURE 6, it is even possible to intersperse the training with
alternating periods in which the cat lies on its left ear and receives the same sagittal
rotation coupled with oppositely directed right-left image motion in which case the
cross-axis plastic responses in left and right ear down positions are in opposite directions
even though the sagittal plane rotation generates identical patterns of semicircular
canal activation.53 These data are best explained by proposing that otolith organs provide
posture- or context-dependent signals that cause a switching between two independently
learned adaptive responses. We postulate that this occurs in the cerebellar cortex where
two sets of Purkinje cells are used to control the two responses. One set, which is
turned on by otolith afferents active when the cat is on its left side, would learn to
respond to the appropriate combination of vestibular and eye movement signals. The
other set, which is turned on by otolith afferents that are active when the cat is on its
left side, would learn to respond to a different combination of vestibular and eye
movement signals. At intermediate positions some cells that are maximally turned on
in a given position would drop out, giving intermediate responses.

We thus hypothesize that complicated properties such as context dependency of
VOR plasticity take advantage of the great diversity of parallel fiber signals that are
available as potential inputs to individual Purkinje cells. Through weight modification
of parallel fiber synapses, different sets of Purkinje cells would become specialized for
handling different situations. The adaptive process might teach Purkinje cells both
to respond with appropriate sensitivity to time-varying inputs from vestibular and
eye-movement mossy fibers and also to respond in a gated, or switched, fashion to tonic
inputs that register different states of the body and environment. The latter process
would allow Purkinje cells to recognize those specific contexts that require their particu-
lar computation. We predict that complicated responses such as these would not recover
after appropriately placed cerebellar cortical lesions. The information processing re-
quired to regulate them is probably too complex for them to be transferred to brainstem
sites for habitual execution.

Adaptive Control of VOR Phase

If visual pattern motion in the paradigm couplirng pitch rotation to horizontal eye
movement is phase shifted so that it lags motion of the rotator, the plastic vertical eye
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FIGURE 6. Context-dependent adaptation of VOR. Traces show horizontal eye position during
on-side pitch rotation in darkness before (top traces) and after (bottom traces) adaptive training.
Center trace is turntable position. Figurines show pairing of vestibular and optokinetic stimuli
that was presented during alternate 10-min periods in which the cat was positioned with either
its left or right ear down. When the left ear was down, upward rotation was coupled with leftward
image motion. When the right ear was down, upward rotation was coupled with rightward
image motion. Before training the rotation elicited little horizontal eye movement. After 4 hr of
alternating training, upward rotation is coupled with leftward eye movement in the left ear down
position and rightward eye movement in the right ear down position (From Baker et al; used
with permission.)

FIGURE 5. Time course and latency of adaptive eye movements after 2 hr of cross-axis VOR
adaptation. (A) Vertical eye movements elicited by horizontal rotation (center trace shows plat-
form angular position) before (upper traces) and after (lower traces) 2 hr of pairing 0.25 Hz, 18*
horizontal rotation with 0.25 Hz, 27' vertical (pitch) optokinetic stimulation. Upper trace in each
pair is vertical eye position, lower trace is smooth vertical eye velocity after removal of saccades.
(B) Time course of adaptive change. Circles show gain of vertical eye movement produced by
horizontal rotation in total darkness at various times during adaptive training, which consisted
of combining horizontal rotation and vertical optokinetic stimulation. Solid line is an exponential
curve fitted to data. Its time constant is 30 min. (From Harrison et aL.7 ; used with permission.)
(C) Latency of eye movements elicited by sudden change in horizontal velocity from + 18*/sec
to - 18*/sec. Data traces indicate horizontal angular position of head (HH) and eye (HE) and
vertical angular eye position (VE). A straight line is fitted to each trace in the period from the
end of the hashing to time 0 at which the computer command controlling turntable velocity
changed. Vertical lines tidicate points at which traces deviate significantly from the fitted lines.
Latencies are times from turntable turnaround to initial deviation of horizontal (lO-msec) and
vertical (41-msec) eye traces.
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movements develop a phase that matches this phase lag. 4 This finding, which is
illustrated in FIGURE 7, has led us to incorporation of a plastic eye position module in
our model. In considering how a single retinal slip velocity error signal (slip velocity)
could be used to adjust both gain and phase, we have found that the product of slip
velocity and head velocity is primarily sensitive to errors in VOR gain while the product
of slip velocity and eye or head position is primarily sensitive to phase errors.5" Recent
data 7 ," suggest that horizontal eye position signals are present in the medial vestibular
and prepositus nuclei, which receive input from the flocculus."6 Thus by including in
the circuit an eye position module involving flocculus interactions with these nuclei,
we arrive at a model that can replicate our observations of VOR plasticity. In the
model coincidence of climbing fiber input with velocity or position-related signals
carried by parallel fibers mediates two-stage learning. First, slip velocity signals con-
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veyed by climbing fibers cause adjustments in plastic synapse I to compensate for gain
errors or in synapse 3 to adjust phase by changing the ratio of eye position and velocity
signals reaching extraocular motor nuclei. Later, altered Purkinje cell discharge caused
by these changes induces changes at sites 2 or 4, which have a similar effect on gain
and phase at the brainstem level.

Two options exist for incorporating a position module in our model of cross-axis
plasticity. One is to assume that when phase-shifted horizontal image motions are used
to produce a horizontal VOR response to pitch rotation, alterations occur in the circuits
that control integration of horizontal velocity signals to produce horizontal eye position
signals. In this case, cross-axis training would alter the dynamics of the horizontal
VOR. Alternatively, the horizontal eye position module might receive afferent signals
related to vertical eye position or velocity, which normally cancel out and do not cause
any horizontal eye motion. The adaptation process could cause these to become coupled
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to neurons that generate horizontal eye position signals sent to medial and lateral rectus
motor nuclei. In this case the adaptation would not alter dynamics of the horizontal
VOR.

Neural Recordings

Lisberger " showed that long-term plasticity leads to large, short latency changes
in the response of the population of vestibular neurons that receive flocculus inhibition
(FTNs). Although the projections of these FTNs are not identified, we have shown
that some VORNs exhibit large changes in their MADs during cross-axis plastic change
in VOR direction (cf FIG. 2B). Others show no change. The likely conclusion is that
large plastic changes occur in signals carried by FTNs that project to extraocular motor
nuclei. Collectively these findings are compatible with the structure of the velocity
module of the model where VOR adaptation involves short-term pla,tic changes in
flocculus or long-term changes in synaptic input to VORNs that receive flocculus
inhibition. No data are available on behavior of neurons that are likely to form part of
the position module during VOR adaptation.

The MADs of VORNs shown in FIGURE 2A have another property that is required
by the model. This is the significant convergent horizontal input to vertical VORNs
and vertical input to horizontal VORNs (revealed by the deviation of their MAD
vectors from an exactly vertical or horizontal orientation in the front view). In the
normal situation, corresponding to FIGURE 2A, these cross-axis signals are approxi-
mately evenly weighted in the positive and negative directions so that they cancel out.
During long-term cross-axis training, however, they would provide the substrate for
changes in synaptic weights (at site 2 in FIG. 3) which would lead to a cross coupling
of vertical and horizontal pathways at the brainstem level.

CONCLUSIONS

The great capacity of the cerebellar architecture for pattern recognition was recog-
nized some years ago by Marr 7 and Albus.5" More recently the pattern recognition
capacity of Purkinje cells was combined with new ideas about adjustable pattern
generation to explain how motor programs for limb movements might be represented
in the CNS.2 ." The present model attempts to extend these ideas into the domain of
eye movement control.

The data summarized above require a model in which adaptive plasticity occurs in
modules that control both eye velocity and eye position. It is not necessary, however.
to insist that only pure position and velocity modules exist. In reality there are probably
a range of flocculus-brainstem circuits that exhibit varying combinations of eye position
and velocity (cf. Noda and Warabi"). Relatively little is known about the physiology
of circuits that generate eye position signals. In the horizontal system, this function is
likely played by medial vestibular and prepositus nucleus neurons whose connections
resemble those in FIGURE 3.1' The corresponding circuits for generating vertical eye
position are less well characterized, although it appears that loops connecting the
interstitial nucleus of Cajal and vestibular nuclei are somehow involved. " A bit of
information is available concerning the spatial properties of the latter, which exhibit a
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wider range of MADs than VORNs. 2 Nothing is known about the spatial properties
of the horizontal eye position system. We thus cannot be sure how cross coupling of
vertical and horizontal signals would occur in this system.

Both the dual time constants with which the adaptive changes in the VOR develop
and data indicating that their latency is shorter after long-term adaptation are consistent
with the idea that short-term plasticity occurs within indirect, transcerebellar pathways
while long-term plasticity involves changes in relatively direct brainstem arcs. We and
Galiana2 7 therefore prefer the two-site adaptation hypothesis, but other explanations
exist. The two time courses could reflect changes at the same site mediated by different
cellular processes. The shortening of latency could be explained by invoking a threshold
process that would be reached sooner by larger adaptive components that develop
with prolonged training. We nevertheless feel that our hypothesis is a good basis for
developing neuronal recording studies that will resolve the issue. We have suggested
possible cellular processes that could mediate changes in synaptic efficacy at the two
sites.

We are also attracted to the idea that the cerebellum is the site of complex, context-

dependent plasticity utilizing circuitry that can function as a neural pattern recognition
and generation system. Previous work demonstrated how pattern-generating modules
based on the anatomy and physiology of the intermediate cerebellum can learn to
recognize visual targets and execute accurate limb movements to them.23 ,63 Here we
outline how similar concepts might be combined with the anatomy and physiology of
the flocculus to explain context dependency and phase-specific properties of VOR
cross-axis adaptation, in addition to more basic aspects of VOR plasticity. Simulation
studies are now needed to explore the actual capabilities of the model, and new experi-
ments motivated by the model are needed to test and refine the theoretical concepts.
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LOCALIZATION OF THE SUBSTRATES OF BEHAVIORAL
CHANGE

The first obstacle encountered by efforts to define the neuronal and synaptic sub-
strates of learned changes in behavior is the need to know where these substrates, or
memory traces, are located. In all animals to some degree, and in vertebrates to an
extreme degree. the complexity and limited accessibility of the CNS render this primary
necessity a severe impediment.

The first problem is that most behaviors are produced by intricate and incompletely
defined pathways. In response, vertebrate model systems used to study memory traces
focus on simple behaviors subserved by relatively well-defined and technically accessible
pathways. "

The second problem is that even simple pathways are influenced at multiple points
by other sites in the CNS, so that change in pathway function may actually be main-
tained by more fundamental modifications elsewhere. The location(s) of plasticity
depend on the particular pattern of activity that constitutes the learning experience.
Conditioning best suited for laboratory study of memory traces should entail a pattern
of neuronal activity that focuses activity-driven change at sites where it can be studied.
This requirement, a well as the need for a defined and accessible pathway, was the
impetus for attcalpting to operantly condition the spinal stretch reflex (SSR) and its
electrical analogue, the H-reflex.

THE SSR PATHWAY

The SSR, also called the tendon jerk or M1, is the initial response to sudden muscle
stretch, and the simplest behavior of which the vertebrate CNS is capable.- The SSR
is produced by the monosynaptic pathway made up of the Ia afferent neuron from the
muscle spindle, its excitatory synapse on the alpha motoneuron, and the motoneuron

aThis work was supported by a grant from the National Institutes of Health (NS22189). by
the United Cerebral Palsy Research and Education Foundation, and by the Paralyzed Veterans
of America Spinal Cord Research Foundation.
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itself. The la afferent is excited by sudden muscle stretch, and then excites motoneurons
innervating the same muscle and its synergists, causing muscle contraction that opposes
the sudden stretch.' The H-reflex is comparable to the SSR, except that it is elicited
by direct electrical stimulation of the la afferent fibers, so that the muscle spindle is
removed from the reflex arc.' Thus, H-reflex amplitude depends on the Ia synapse and
the alpha motoneuron, both of which are subject to influence exerted by descending
pathways from supraspinal regions.' "'

We set out to develop a conditioning task that would require prolonged change in
some part of this descending influence. The hypothesis was that this long-term change
in descending activity would produce activity-driven change in the spinal cord, most
probably at the la synapse and/or the alpha motoneuron itself. This hypothesis was
supported by extensive evidence that spinal cord neurons and synapses, like those of
supraspinal regions, change during development and in reaction to traum- "., and
thus might also be expected to change with learning.

OPERANT CONDITIONING OF THE SSR PATHWAY

In the initial experiments, the SSR itself was conditioned in the biceps brachii
of monkeys (Macaca necestrinw) (see references 12 and 13 for review). Subsequent
experiments have used the same strategy and comparble design to condition the
H-reflex in the triceps surae of the leg. thereby eliminating the muscle spindle from the
reflex arc.""

The H-reflex paradigm is shown in FIGURE 1 (see references 14 and 15 for a full
description). Monkeys implanted with chronic recording and stimulating electrodes
learn a task that requires prolonged change in neuronal activity influencing the triceps
su -ac SSR pathway. and therefore is likely to ead to an activity-driven change, that
is, a memory trace, actually located in this pathway. ' In this task, the animal maintain-
a specified level of triceps surae background EMG. At an unpredictable time, bilateral
voltage pulse elicit triceps surae H-reflexes from both legs. Under the "control-mode,"
liquid reward always follows H-reflex elicitation. Under the "up-mode" or the "down-
mode," reward follows only if the H-reflex in one leg (the conditioned leg) is above
(up-mode) or below (down-mode) a criterion value. The H-reflex in the other leg is
simply measured.

The crucial feature of this conditioning task is that the stimulus eliciting the H-reflex
occurs at an unpredictable time. Because the reflex is the earliest possible respons., the
animal can alter its amplitude only by maintaining continual appropriate influence over
the monosynaptic SSR pathway. By linking reward to H-reflex amplitude, the up- or
down-mode operantly cond'tions the animal to maintain this influence. The expectation
is that this continued activity will eventually change the SSR pathway, most probably
the la synapse on the motoneuron. Because of its location, this learned change, and
the activity-driven processes leading to it, should be accessible to physiologic and
anatomic study.

FltiURF 2 summarizes data from two animals, one exposed to the up-mode and one
exposed to the down-mode. In each instance, H-reflex amplitude changes appropriately
over weeks. In the up-mode animal, it rises to about twice control size: while in the

btOther oligosynaptic pathways might possibly contribute to the SSR. but available data suggest

that they do not play an important role in the SSR conditioning described here."
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FIGURE 1. Design of the H-reflex conditioning task. (A) Animal wears garment with attached
tether and performs computer-controlled task. Wires from chronically implanted fine-wire EMG
and nerve cuff electrodes connect in posterior pocket with wires leading through flexible tether
and aluminum swivel to electronic swivel, which connects to EMG amplifiers and stimulus
isolation units. Large rectangular light indicates correct triceps surae background EMG in one
channel of one leg. (This light is primarily an aid in initial training.) Small round light, which
flashes with delivery of nerve cuff stimuli, indicates that reward squirt is (or may be) coming in 0.2
sec. (This signal is provided because cuff stimuli are probably imperceptible or barely perceptible to
animal.) Solenoid-powered syringe delivers reward squirt through waterport into animal's mouth.
(B) Task performed by -nimal. It keeps triceps surae background EMG in both legs within a
required range for a randomly varying 1.2-1.8-sec period. Some animals, like the one shown in
A. provide triceps surae EMG by clinging to the cage; others stand on their toes. At the end of
this period. bilateral nerve cuff stimuli elicit threshold M-responses and substantial H-reflexes.
Under the control 'node, reward always occurs 0.2 sec after the stimuli. Under the up-mode or
down-mode, reward occurs only if, in the conditioned leg, triceps surae EMG amplitude for the
H-reflex iiwrva! (typically 12-20 msec after the stimuli) is above (up-mode) or below (down-mode)
a specified value. The H-reflex in the other leg is simply measured. (See reference 15 for a full
description.)
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down-mode animal it falls to about half control size. The lower panels provide examples
of the striking changes in the H-reflex produced by conditioning. These changes are
focused on the conditioned leg; the H-reflex changes little in the opposite leg over the
course of conditionin ,."

Extensive associattd studies, employing the SSR and/or the H-reflex conditioning
paradigms, have defined major features of conditioning of the SSR pathway in monkeys
(reviewed in references 12 and 17). Reflex increase or decrease always occurs gradually,
as shown in FIGURE 2, and survives performance breaks of several weeks.'"' 9 At the
same time, detailed analysis reveals that SSR change begins with a rapid appropriate
change of about 8% in the first 3-6 hr of exposure to the up- or down-mode. 2° This
nearly immediate phase I change is followed by much slower phase II change (1 -2%
per day) that continues for many days.

Phase I change shows that the animal rapidly responds to the up- or down-mode
with appropriate alteration in descending influence on the SSR pathway. The subse-
quent very slow phase II change suggests that the continuation of this influence over
weeks gradually alters the Ia terminal or the motoneuron, and thereby further changes
the reflex. 2 ' ," These findings by themselves, however, leave open the possibility that
change is only supraspinal and simply exerts steadily increasing influence over the
spinal pathway of the SSR.

OPERANT CONDITIONING OF THE SSR PATHWAY CHANGES
THE SPINAL CORD

If the conditioning task does induce a prolonged change in the descending activity
influencing the SSR pathway, and if this altered activity does change the spinal cord,
evidence of the change should persist even if all descending influence is removed by
transection. We evaluated this question by anesthetizing animals in which one leg's
H-reflex had been increased (up-mode) or decreased (down-mode), transecting the
spinal cord above the lumbosacral site of the SSR pathway, and then assessing the
monosynaptic reflexes on both sides under continued anesthesia over several days.

The anesthetized transected animals showed reflex asymmetries similar to those
present in the awake behaving animals."," Furthermore, these asymmetries were still
evident three days after transection removed descending influence. In up-mode animals
the reflex remained larger in the conditioned leg than in the control leg; and in
down-mode animals it remained smaller in the conditioned leg than in the control leg.
FIGURE 3 illustrates these lasting asymmetries. They indicate that, when animals learn
a task that demands prolonged change in the descending activity influencing the SSR
pathway, this altered activity eventually modifies the spinal cord.

EVIDENCE FOR SEVERAL ACTIVITY-DRIVEN CHANGES IN
SPINAL CORD

Another effect of conditioning, besides reflex asymmetry, was found in the anesthe-
tized transected animals. This unexpected second effect is also apparent in FIGURE 3:
reflexes are larger in the control legs of down-mode animals than in the control legs of
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up-mode animals. This difference was not present before anesthesia and transection:
control-leg reflexes did not change over the weeks of conditioning, and thus were
of similar amplitude in awake behaving up-mode and down-mode animals." Thus,
anesthesia and transection revealed an effect of conditioning not apparent in the awake
behaving animal.

This unexpected change in the spinal cord introduces an important issue. Every
conditioning process has a definite goal: it is intended to produce a specific change in

A HR* LEG CONTROL LEG
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YR SUIM _ L
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FIGURE 3. Evidence for activity-driven plasticity in spinal cord. Responses to ventral root (VR)
stimulation and monosynaptic reflex responses to dorsal root stimulation from triceps surae nerve
branches in conditioned and control legs of an up-mode animal and a down-mode animal, both
under deep pentobarbital anesthesia, 2-3 days after thoracic spinal cord transection had eliminated
supraspinal influence. To facilitate inter-leg comparison within each animal, its responses are
scaled so that the responses to ventral root stimulation (that is, the maximum possible responses)
are equal in height. Vertical bars: 100 IAV. Mode-appropriate reflex asymmetry is present in both
animals: in the up-mode animal the reflex is bigger in the conditioned leg than in the control leg,
and in the down-mode animal it is smaller in the conditioned leg than in the control leg. In
addition, the control-leg reflex of the down-mode animal is bigger than the control-leg reflex of
the up-mode animal. Both these effects of conditioning were evident throughout the several days
of posttransection study under continued anesthesia. (See reference 22 for a full presentation.)

behavior. Here the desired change in behavior is specified by the experimenter, that is.
a larger or smaller H-reflex. The activity-driven plasticity responsible for this behavioral
change can be called "intended plasticity." By virtue of its nature and/or location, this
plasticity may compromise other behaviors that utilize the same neurons and synapses.
Thus, it may lead to additional activity-driven changes, "compensatory plasticity" that
permits the CNS to continue to perform these other behaviors satisfactorily. For
example, if exposure to the up-mode leads to greater transmitter release at the triceps
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surae la synapse, the H-reflex would not be the only behavior affected. Other behaviors
in which this synapse participates, such as walking or jumping, would also be altered.
Compensatory plasticity might well be needed to ensure their proper performance
(perhaps through increase of a specific inhibitory input to the motoneuron).

Compensatory plasticity may also occur with conditioning of the vestibuloocular
reflex (VOR), which maintains a stable retinal image during head movement. 2126

During VOR conditioning, the sensitivity of floccular Purkinje cells to vestibular input
seems to change in a direction opposite to that expected on the basis of the change
observed in VOR gain.27 This ostensibly paradoxical change in floccular response to
vestibular input may compensate for change in eye movement input to the flocculus,
and thereby appropriately adjust the contribution of the cerebellum to eye movement.',

If compensatory plasticity occurs, it has several significant implications for attempts
to delineate the activity-driven modifications responsible for specific changes in behav-
ior. First, it implies that change in even an extremely simple behavior is associated
with CNS plasticity beyond that sufficient to produce the intended behavioral change.
Second, it stresses the necessity for simplicity in experimental models used to study the
activity-driven modifications underlying learning. Without the comparative simplicity
of the SSR and VOR pathways, possible compensatory changes would be hard to
detect, and exceedingly hard to define.

RELEVANCE OF THIS MODEL SYSTEM

Initial efforts to condition the SSR pathway in the human biceps have been success-
ful, and the major features of the phenomenon in humans appear similar to those
found in monkeys.2 -"2 Furthermore, the activity-driven plasticity produced by SSR
conditioning is not limited to studies specially designed to produce it. Meyer-Lohmann
et al. ' trained monkeys to move a lever to a target, and randomly disturbed this motion
with a brief torque pulse. At first, the animals's response to the disturbance was
dominated by the later, M2, component of the muscle stretch rL.ponse. Then, over
months of training, the MI component (that is, the SSR) slowly grew and M2 waned,
so that the SSR gradually took over the role of countering the disturbance.

Similar SSR changes appear to occur outside of the laboratory. In children, gradual
changes in the SSR occur with acquisition of fundamental motor skills.3' Comparable
changes seem to take place later in life during learning of skills such as ballet. 32 Slow
activity-driven changes in the spinal cord and elsewhere in the CNS may account for
much learning, and serve to explain why acquisition of many skills depends on pro-
longed practice. The need for practice is not confined to sophisticated motor behaviors:
nonmotor skills also depend on it. For example, mastery of multiplication and other
basic mathematical operations is a lengthy, labor-intensive undertaking.

As indicated above, the occurrence of SSR change under the up- or down-mode
has a time course seen in many learning curves: rapid initial improvement followed by
further improvement at a gradually decreasing rate over a long time. For SSR pathway
conditioning, this form seems to result from a two-phase sequence: the rapid onset of
appropriate descending activity influencing the SSR pathway causes phase I change,
and the chronic persistence of this activity leads to spinal cord plasticity that is responsi-
ble for gradual phase I1 change (see below). Conditioning of the VOR, another simple
behavior, also shows evidence of two distinct phases,"3 but acquisition of more complex
behaviors usually does not. This difference is probably to be expected. Changes in more
complex behaviors presumably depend on multiple adjustments in activity (that is,
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many phase I changes), and these adjustments probably lead to activity-driven plasticity
at many sites in the CNS (that is, many phase II changes). These numerous two-phase
sequences presumably overlap and obscure one another, so that the learning curve of
a complex behavior usually lacks clear-cut phases.

POSSIBLE SITES OF ACTIVITY-DRIVEN PLASTICITY IN THE
SPINAL CORDC

The activity-driven changes in the spinal cord underlying conditioning of the SSR
pathway are most likely to occur at those sites in the pathway that are influenced by
supraspinal structures. These sites appear in FIGURE 4. They are the Ia afferent terminal
on the motoneuron and the motoneuron itself. It is unlikely that change is limited to
spinal cord sites not in the SSR pathway and simply influences the pathway, because
conditioned reflex changes are clear even under deep pentobarbital anesthesia, 2223

which depresses neuronal and synaptic function and thus serves to isolate neurons from
each other. If change did not occur at the Ia terminal or the motoneuron, its effect on
reflex amplitude in the pentobarbital-anesthetized animal would be small.

The Ia synapse is inhibited by presynaptic inputs from several supraspinal areas." '

Recent studies suggest that short-term changes in presynaptic inhibition are important
in motor behavior. '" Chronic alteration in this inhibition might change the Ia terminal
(FIG. 4A), and thereby change the amplitude of the excitatory postsynaptic potential
(EPSP) produced in the motoneuron.

Motoneuron membrane properties, like those controlling resting potential or input
resistance, affect its response to any input, and could be altered (FIG. 4B) by long-term
changes in descending activity. However, the constraint imposed by the need to keep
constant motoneuron tone during conditioning (FIG. I legend), and the very significant
interference that such motoneuron modifications would exert on other behaviors, make
generalized membrane modifications a more complex explanation for reflex change
than presynaptic (FIG. 4A) modification. A localized postsynaptic modification (FIG.
4C), such as in receptor sensitivity or dendritic architecture, might have greater speci-
ficity. However, pathways capable of producing such a selective modification are not
known at present. Thus, at this point, a change in the Ia terminal driven by long-term
change in presynaptic inhibition appears to be the most reasonable possibility for the
spinal cord pi-sticity underlying conditioning of the SSR pathway.

FUTURE RESEARCH DIRECTIONS

The significance of SSR conditioning as a model for studying memory and the
activity-driven processes that constitute learning is that it changes a simple, well-
defined, and accessible pathway located in a readily isolated part of the vertebrate CNS.
These features facilitated detection of two different conditioned changes (hypothesized

cThis presentation discusses the likely sites of the activity-driven change responsible for the
mode-appropriate reflex asymmetry. Consideration of the basis of the difference in control-leg
reflexes of anesthetized transected animals is similar and appears elsewhere.22
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to be intended and compensatory, respectively), and identification of two distinct phases
in conditioning. Most important, they allow the search for the memory trace to focus
on a single synapse and its postsynaptic neuron, both of which are accessible physiologi-
cally and anatomically. The ultimatc ,alue of SSR pathway conditioning as an experi-
mental model depends ci its :Yiity to allow precise localization and description of
memory traces and the activity-driven processes that create them, and on the applicabil-
ity of its principles, techniques, and results to studying learned changes in other
behaviors.

Intracellular recording and labeling of individual motoneurons and la afferents in
conditioned animals should help decide among the possible trace locations shown in
FIGURE 4. For example, a trace located at the Ia terminal should modify Ia EPSPs,
and, given the considerable magnitude of the reflex change (for example, FiG. 2), may
also have an anatomical correlate. This work could also allow investigation of the
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FIGURE 4. Possible locations of the spinal cord memory traces responsible for change in SSR.
or H-reflex. amplitude. In each case, phase I change in descending influence on a site in the SSR
pathway (indicated by the arrow) eventually produces phase It change (that is. the memory trace)
.it the site. (A) The most likely site is the la afferent terminal on the motoneuron. A memory
trace here could be produced by prolonged change in presynaptic inhibition. (B) The memory
trace could be a generalized change in the motoneuron that alters its response to any input.
However. such a modification would have widespread effects on motoneuron function. (C) The
trace could also be a very localized modification in the postsynaptic membrane, such as a change
in receptor sensitivity or dendritic architecture. (From reference 17.)

structures and pathways responsible for creating change in the SSR pathway. In vie%
of the apparent importance of the cerebellum in motor learning of other kinds' "

and its close connections to the SSR pathway, pathways mediating spinal-cerebellar
interactions should be of particular interest.

Recent successes in maintaining reduced preparations of spinal cord and brain-
stem " " suggest that it may be possible to establish the entire SSR conditioning
process in vitro (for example, by stimulation of a specific descending pathway). This
development would enhance study of the mechanisms of conditioning at both clectro-
physiological and biochemical levels.

Other oligosynaptic spinal cord pathways, like the three-neuron path through which
Ta input inhibits antagonist muscles, should also be capable of developing memory
traces in response to tasks like the one that modifies the SSR pathway. Thus, the spinal
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cord may provide a good environment for studying a variety of memory traces, their
mechanisms, and their interactions. The knowledge gained may facilitate identification
and elucidation of memory traces occurring in more complex and less accessible regions
of the CNS.

SUMMARY

Recent work has shown that the monosynaptic pathway of the SSR can be operantly
conditioned, and that a significant part of the plasticity responsible for the behavioral
change resides in the spinal cord. The most likely sites of this activity-driven plasticity
are the synapse of the Ia afferent neuron on the motoneuron and/or the motoneuron
itself. Because the SSR pathway is the simplest and most accessible stimulus-response
pathway in the vertebrate CNS, it may provide a valuable experimental model for
elucidating activity-driven CNS changes responsible for learning.
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Electrical discharges originating within the CNS itself constitute most of the functional
activity present at early stages of development,' but the importance of this spontaneous
bioelectric activity (SBA) for neuronal and neural network maturation is only beginning
to be appreciated. In vitro culture of isolated fragments of tissue provides a model
system that preserves endogenous activity in a wide variety of brain and spinal cord
regions, often with surprisingly normal-appearing firing patterns.2 The easy accessibility
of such preparations for long-term manipulations of spontaneous firing levels that
could be electrophysically monitored, as well as for high-resolution examination of the
consequences, has been exploited in several lines of research. Thus, neuronal death as
a result of the chronic elimination of SBA has been documented in several CNS
structures, and a reduction of afferent innervation specificity has been reported in spinal
cord cultures.'

Spontaneous neuronal discharge patterns show a characteristic developmental time
course in vitro that could be demonstrated by a multivariate statistical analysis of
single-unit spike trains.4 ' The major trends observed (FIG. 1) were 1) a progressive
decline in the incidence of strong interspike interval dependencies (expressed as the
Markov value); 2) an early and persistent decrease in overall regularity of grouped
spike discharges (expressed by the coefficient of variation (CV) for the burst period,
that is, the time elapsing between the onset of successive spike clusters); and 3) a
transient large increase in the proportion of units showing prominent, often highly
regular, slow fluctuations of their mean firing level (as reflected in the CV for the
number of spikes failing into successive 1-min time bins). Modal intervals calculated for
individual neurons (FIG. 2) fell into distinct groups that we have defined as representing,
respectively, predominantly burst (< 10 msec), phasic (10-25 msec), and tonic (> 25
msec) firing. The last of these three categories constituted the majority of units at 2
weeks in vitro, but such patterns eventually disappeared almost completely, being
replaced chiefly by "bursters" (FIG. 3). As would be expected, the modal interval
parameter declined with age in vitro as a result of the shift away from tonic firing
patterns, and closely paralleled the developmental curve for the Markov value (see
FIGS. I & 3).

Chronic exposure to tetrodotoxin (TIX), in a dose sufficient to suppress all measur-
able firing, led to an apparent arrest of functional ontogeny after about 2 weeks in vitro.
Thus, interspike interval dependencies, burst regularities, and minute-order fluctuations
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FIGURE 1. Effect of TTX (A) at different ages (days in vitro) on three crucial parameters
describing neuronal firing with respect to the corresponding controls (0): *: p < .05, **: p < .01,
*** p < .001 (Mann-Whitney U test). PTX-treated cultures (hatched bars) were compared to
control cultures (toned bars) at 21 days in vitro: *: p < .05, ** p < .01.

all remained indefinitely at the level observed in the youngest cultures (FIG. 1). This
retardation was visible even in raw spike-train plots, where repetitive clustered dis-
charges are far more common in TTX-treated than in control cultures. The proportion
both of spontaneously silent and of slow-firing units was very low, and the incidence
of stationary spike trains relatively high, in the TTX as compared with the control
group.' Abnormally short modal intervals and a dearth of tonic, in favor of burst, firing
already at 14 days in vitro (FIG. 3) indicate that TTX-induced pathophysiology in fact
is present earlier than indicated by the other parameters examined (see Fjo. J). On the
other hand, the apparent normalcy at 42 days in vitro suggested by measures derived
from the interspike interval histograms (FIG. 3) is belied not only by the occasional
presence of visibly epileptiform activity" but also by the relative frequency with which
bimodal distributions occurred in TTX-treated cultures (TABLE I). In general, the
interval histograms show a higher incidence of phasic, at the expense of tonic, compo-
nents within the spike trains than was shown in untreated neurons.

TABIF t. Incidence of Bimodal Interspike Interval Distributions in Experimental
and Control Neurons'

Interspike Interval Type

n/N Burst/Phasic Tonic/Burst Tonic/Phasic Tonic/Tonic

Control group 13/68 .15 .54 .25 .08
TTX-treated group 26/69 .46 .38 .15

Control group 12/50 .25 .33 .33 .08
PTX-treated group 22/53 .09 .68 .23

" Note that n/V is the proportion of units in each of the indicated groups that showed a double
peak in its interspike interval histogram. Although both of the experimental treatments favor
bimodality in the histograms. the two groups differ considerably from one another (p < .01):
T TX favors phasic firing (that is. a mode at 10-25 msec) at the expense of tonic firing (modal
interval > 25 msec). whereas the reverse is true for PTX.
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Chronic exposure to the GABA blocker picrotoxin (PTX) had, in most respects,
the opposite effect from that produced by TTX.7 For instance, when tested at 21
days in vitro both the interspike interval dependencies (Markov value) and the burst
regularities (CV burst period) proved to be lower in TTX-treated than in untreated
cultures (FIG. 1). In addition, an unusually high proportion of units in the PTX group

62% 58 % 61

F5 50 7 50- 4 12 50-

69-1. 115%, 17 1

6 00MS 35 90 500- 24 r95 500

FIGURE 2. Examples of main firing patterns . orresponding interspike interval histograms
encountered, in differing proportions, in all groups of cultured neocortex neurons (modal interval
indicated on the abscissa). Stereotyped clustering of spikes tends to be associated with peaks in
the phasic range of the histogram (upper left and right examples), whereas irregular spike clusters
usually occur together with peaks in the (high-frequency) burst range (upper middle and right
examples). Relatively continuous firing, in contrast, involves one or more peaks in the tonic range
(bottom three examples).

were devoid of any mathematically stationary stretches of firing. Spike-train plots from
PTX-treated neurons give an appearance of relatively sustained activity, an impression
that was confirmed by the observation of a much lower overall incidence, in comparison
with control neurons, of interspike intervals lasting more than I sec (p < .01). In
addition, predominantly tonic firing (that is, modal interval > 25 msec) occurred more
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often in the PTX group (FIG. 3), whereas the incidence of secondary peaks in the tonic
at the expense of the phasic range of the interval histograms was also clearly augmented
(TABLE 1).

The complementary nature of the sequelae of TTX and PTX treatment, respectively
suppressing and intensifying the bioelectric activity of developing neocortical neurons.
argues in favor of SBA itself (its phasic aspects in particular) being a causal factor
under these experimental conditions. Because blockage of GABAergic (inhibitory)
synaptic transmission caused clear-cut pathophysiological effects, this neurotransmitter
presumably serves to constrain SBA within an appropriate range for optimal network
formation. Glutamic acid in turn, being the major excitatory transmitter within the
cerebral cortex, is implicated as a major epigenetic factor by our SBA deprivation
(TTX) results. It is of special interest that most of the electrophysiological abnormalities
tend to be opposite in direction from the acute effects of the experimental intervention.
Thus, cultured cortical neurons become abnormally active, sometimes even showing

I MODAL INTERVAL TONIC FIRING BURS
T 

FIRHNC-

30 60 60-

20 40 4

1 -- ----- i- 20

14 21 42 14 21 42 '4 2i 42

days , vitro

FIGURE 3. Effect of UTX tA) at different ages (days in vitro) oil the modal intcrals ms: group
median values in msec) and on the incidence (') of tonic (that is. mode 1 25 resec) and "burst"

(that is. mode < 10 msec) firing patterns (,* p < .05 versus the corresponding control group (0):
Mann-Whitnes or chi-square test). PTX-treated cultures (hatched bars) oersus control cultures
(toned bars) at 11 da s in vitro (*: p < .05).

epileptiform firing patterns following long-term deprivation of SBA (see references 5
and 6). Chronic disinhibition from GABAergic control, in contrast, results in spike
trains that are almost completely devoid of the stereotyped bursting normally seen to
some degree even in normally active cultures. These compensatory developmental
responses suggest up- and down-regulation, respectively, of neurotransmitter receptor
sensitivities and/or receptor-linked or voltage-sensitive ion channels. In addition, hos-
ever. quantitative abnormalities in the relative number of excitatory versus inhibitor'
synapses"' may well contribute to the observed functional disturbances.
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The polyamines (PAs) putrescine (PUT), spermidine (SPD), and spermine (SPM) are
present in all cells where they interact with RNA, DNA, proteins, and phospholipids.
Most of the interactions are through the cationic groups of the PAs. In some cases
PAs can be replaced by Ca2 * or Mg2'+ but cannot be replaced where the positive
charges have to be separated by a chai~i of carbons. The spectrum o' action of PAs is
broad but not as broad as in the case of Ca" (for example, PAs are not major bone
components!). PA metabolism is regulated mainly by rapid synthesis and degradation
of the regulatory enzymes. These enzymes have the shortest half-lives ever described.
For example, ornithine decarboxylase (ODC). the enzyme that synthesizes PUT. has
a half-life of 3 to 30 min.

Recent publications show that PAs modulate regu!atory processes involved in
activity-driven CNS changes like long-term potentiation and seizures. Selected exam-
ples of regulatory effects of PAs follow.

ODC IS INDUCED BY INCREASED NEURONAL ACTIVITY

Electroconvulsive shock induces ODC and c-fos mRNA.' 2 It was suggested that
thcse two inductions are coupled i' brain.' The ODC activation can be elicited by
subseizure stimulation, but increased neuronal activity seems to be required because
MK-801. a receptor channel blocker, decreases ODC activation.' A different modality
of electric stimulati'n, ,.nygdaloid kindling, increases PUT in the amygdala,4 probably
as a result of ODC activation. Nerve growth factor' and nerve crushing' also stimu'ate
ODC. It qeems that ODC activation exceeds the actual PUT needs because ODC
inhibitors fail to stop nerve growth factor-induced neurite outgrowth6" or regeneration
of crushed nerves.' In other cases the ODC inhibitor, a-difluoromethylornithine. was
effective in preventing nerve regeneration.'

ROLE OF PUT IN THE PATHOLOGY OF BRAIN ISCHEMIA

Recirculation after ischemia is followed bv a 10-fold increase in PUI concentra-
tion." The degree of PUT increase correlates well with the extent of neuronal damage.'
indicating that it could be responsible for part ot the 'rain damage. PUT mediates the

'This ,,ork wa, upported in part hb NIH-RCMI RR03035 2nd SF-EPSCOR Ri(-86t0677
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osmotically induced reversible opening of the blood-brain barrier" and participates in
the Ca -dependent, K -induced release of excitatory amino acids from nerve end-
ings. Therefore, a rise in PUT could increase the release of excitatory amino acids
that would cause Ca2 ' influx into neurons followed by cell damage.

PAs AND PROTEIN KINASES REGULATE EACH OTHER

In cultures of epidermal cells, protein kinase C activation by tetradecanoylphorbol
acetate or diacylglycerol may be an early event in ODC induction; protein kinase C
activation increases the steady state level of ODC mRNA. '. 4 Protein kinase C inhibi-
tors affect ODC in a complex manner: staurosporine, at protein kinase C-inhibiting
concentrations, induced ODC and increased tetradecanoylphorbol acetate-dependent
ODC induction. H-7 inhibited ODC induction by tetradecanoylphorbol acetate and by
staurosporine. "

PAs (SPM - SPD - PUT) inhibit protein kinase C and Ca' /calmodulin-
dependent protein kinase in brain cortex." SPM, but not SPD or PUT, inhibits the
proteolytically cleaved, isolated catalytic domain of brain protein kinase C. 7 Therefore,
protein kinase C activates the first step of PA synthesis and is inhibited in turn by
SPM. the product of this synthesis.

SPM REGULATES MITOCHONDRIAL Ca2 ' UPTAKE

SPM regulates the cytosolic free Ca' by increasing the affinity, but not the V
of a mitochondrial Ca'" uniporier. " Mitochondrial Ca- uptake is more responsive
to the allosteric activation by SPM in cortex and hippocampus than in nontelencephalic
brain areas.) ' Because intracellular Ca' ' increases during intense neuronal stimulation,
SPM-stimulated mitochondrial uptake may serve as a Ca2 

, sink during such episodes.

PAs REGULATE PHOSPHATIDYLINOSITOL 4-PHOSPHATE
METABOLISM

Phosphatidylinositol phosphates are synthesized by phosphatidylinositol and phos-
phatidylinositol 4-phosphate kinases. which are activated by SPM and SPD. '

2"k2 PAs
may act h nterac~itg with the charges on the phospholipids and so eliminate the
requirement of these kinase, for supraphysiological concentrations of Mg " In addi-
tion. PAs inhibit the phosphomonoesterases that hydrolyze the polyphosphates into
phosphoinositol. Iherefore. it seems that PAs augn.ent the basal concentration oif
phosphatidylinosit'l phosphates.-" On the other hand, SPM acts as uncompetitive
inhibitor of Al P for diacylglycerol kinase, so in this instance SPM would slowk the
rcs,nthesis of pit-phatid, linositol 4,5-bisphospate but could enhance the activation of
protein kinase C ',y diac.0Iglxcerol."
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PAs MODULATE SYNAPTIC RECEPTORS

The N-methyl-D-aspartate receptor has a regulatory binding site for SPM and SPD;
binding of PAs to this site increases the affinity for agonists, as evidenced by increased
binding of MK-801 and other open-channel blockers in the presence of traces of
excitatory amino acids. This modulatory SPM and SPD site is different from the glycine
site, but both sites interact.22 Ifenprodil and SL82.0715 were reported to be antagonists
at the PA site,23 but others reported a more complex interaction.24 Both compounds
were shown to be cytoprotective in animal models of ischemia, 25 probably by stabilizing
the V-methyl-D-aspartate receptor channel in the closed form.

In our laboratory, all three PAs in nanomolar concentrations increased the
carbachol-induced ion flux in electric organ vesicles rich in nicotinic acetylcholine
receptor. 'I Because PAs are present in brain and in electric organ, 2

" this modulation
might have physiological relevance.

PUT IS A PRECURSOR AND AN INHIBITOR OF GABA
SYNTHESIS

PUT is a precursor of a small pool of GABA that may be synaptic because it is
released by Ca2 --dependent K * depolarization. 27 On the other hand, intraventricularly
injected PUT decreases GABA in chick diencephalon, probably by inhibiting glutamate
decarboxylase, the enzyme that synthesizes the major GABA pool." 8 This inhibitory
activity on glutamate decarboxylase explains why intracerebral PUT administration is
convulsant in rats.29 Direct interaction of PUT with the GABA receptor, however.
cannot be ruled out.

BEHAVIORAL ACTIVITY OF PAs

PAs might have a role in experience-induced cortical plasticity and mood regula-
tion. Rats exposed to a complex environment had significantly increased cortical, but
not subcortical, SPD. The stimulatory effect of environmental complexity on cortical
weight was potentiated by inhibition of ODC by a-difluoromethylornithine."' 1'

Systemically injected PUT was sedative at high doses and apparently anxiogenic at
lower doses.2

CONCLUSION

The information about the regulatory role of PAs in the CNS is still fragmentary
and comes from such dissimilar experimental systems as purified enzymes and live
animals, It is clear that PAs act on a multitude of processes. some of which seem to
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have opposite effects. For example, SPM increases Ca' influx by modulating the
N,-methyl-D-aspartate receptor and decreases the free cytosolic Ca 2 'by increase the
affinity of the mitochondrial uniport. Most probably these processes happen at different
times or in different compartments. Much remains to be done to integrate the available
information into a coherent picture.
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Neuronal activity generated by sensory stimulation can affect development of the
nervous system and of behavior.' " We have been studying experience-dependent devel-
opment of vision in the fruitfly, Drosophila, by comparing visually guided responses oF
flies reared in darkness with those of controls reared in a normal light/dark cycle.4

Flies were cultured from the egg stage through the adult stage either in complete
darkness until 1- 3 hr before testing (dark-reared), or in normal 12:12 light/dark cycling
illumination (light-reared). To compare the light- and dark-reared animals, we placed
flies one at a time at the center of a cylindrical arena containing four sets of black
vertical stripes of different widths on a white background. Flies, which were either of
the flightless strain5 raised, or of the Canton-S normal laboratory strain with wings
clipped under CO2 anesthesia, were allowed to walk about on the arena floor, For each
fly, we recorded whether it approached the cylinder wall (within a 2-min test period),
and if so, which set of vertical bars or intervening blank wall segment was approached.
This testing was done blind: the experimenter did not know the individual rearing
histories, and the testing sequence of experimentals and controls followed an unpredict-
able randomized order.

We found that when released at the center of the test arena, both light- and
dark-reared Drosophila adults walked toward the cylinder wall, usually reaching it
within 3- 10 sec. Regardless of the rearing conditions, the majority of the flies walked
to the three patterns composed of the widest stripes, avoiding both the pattern composed
of the narrowest stripes and the blank wall. However, light- and dark-reared flies
differed in the distribution of their preferences for the four sets of vertical black stripes,
implying that development of visual behavior in Drosophila is dependent on visual
experi,:nce.

FI;URE I illustrates the data for flies tested at 4 days of adult age. FIGURE IA
shows the fraction of light- and dark-reared flies approaching each of the four sets of
stripes within the 2-min test period. The difference in preferences between dark-reared
and control flies was small but significant (N = 1263 flies; chi-square = 58.44: df =
8: < .001). FIGURE IB presents a summary of the data from FIGURE IA, showing
the changes due to dark-rearing. The data show that the dark-reared flies were more
likely than their respective cotitrols to approach patterns containing the two sets of
wider stripes and less likely to approach patterns with the narrower ones. Thus,
dark rearing Drosophila influences the distribution of their responses to the visual
targ,:p, presented in our arena.

[hi 'work was supported by a grant from the Whitehall Foundation.
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To examine the effects of varying the duration of dark-rearing and the age at testing,
we compared the distributions of responses for light- and dark-reared flies at 1, 2, 4,
6, and 7-8 days of adult age (the results for 4-day-old adults are those shown in FIG.
1). FIGURE 2A shows for light- and dark-reared flies the fractions choosing the two
patterns composed of wider lines at different ages. Responses of light-reared flies
(striped bars) to these patterns were similar at all the ages tested. At day 1 of the adult
stage, responses of dark-reared flies (solid bars) to patterns with wider lines were not
different from those of light-reared controls (chi-squared = 0.004; df = I; p < .95).
By 2 days, there was a small but not significant difference between light- and dark-reared
flies (chi-squared = 2.79; df = 1; p < .095). The difference was larger and significant
at 4 days (chi-squared = 19.83; df = 1; p < .001), 6 days (chi-squared - 19.83; df
= l;p < .001), and 7-8 days (chi-squared = 8.98; df= 1;p < .003). The preference
for wider stripes changed significantly as a function of age for the dark-reared flies
(FAg, = 4.00; df = 4; p < .005) but not for the light-reared flies (FAg, = 0.18; df =
4; p < .950). The difference scores summarized in FIGURE 2B changed with age, but
this change was not significant (FAg = 1.84; df = 4; p < .126). Thus, experience-
dependent shifts in preferences for wider lines resulted mainly from changes in prefer-
ences of the dark-reared flies during the first days of adult life.

To examine further how the timing of the deprivation affected visual choices of flies
in our test arena, we performed a control experiment in which flies were raised in
normal light/dark cycling illumination until day 4 of the adult stage and then were
kept in darkness for days 4 through 10. When tested on day 10, the visual choice
behavior of these flies in our test was indistinguishable from the responses of control
flies raised in normal cycling illumination until adult day 10 (N = 399 flies; chi-squared
= 3.41; df = 8; p < .91), implying that prolonged darkness by itself did not cause the
behavioral changes and that the duration and/or timing of the deprivation was critical.
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FIGURE 1. (A) Responses of 4-day-old light-reared and dark-reared flies of the raised strain (.V
1263 flies). Flies were tested in batches of 40. For each batch we computed the fractions

approaching each of the four visual targets, the fractions approaching each section of blank wall,
and the fraction not approaching the cylinder wall, and we averaged each statistic over all batches.
The error bars are one SEM above and below the mean. (B) Summary of the data in A, showing
dark-rearing-induced chanp.s in the responses for the two patterns with wider lines, for the two
patterns with narrower lines, for the four sections of blank wall together, and for the number of
flies failing to approach the cylinder wall within the 2-min test period. The dark-reared flies
responded more than their controls to patterns containing wider stripes. Reprinted with permission
from Hirsch et aL
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FIGURE 2. (A) The combined fraction of responses to the two patterns with wider stripes. The
raised flies were tested at adult ages 1, 2, 4.6. and 7-8 days. Responses of light-reared flies (striped
bars) to patterns with wider stripes were similar at all the ages tested. Responses of dark-reared
flies (solid bars) to patterns with wider stripes, however, increased with the length of the depriva-
tion. (B) Summary of the differences in responses to patterns with wider stripes between light-
and dark-reared flies. There was no difference after I day in the adult stage, a small difference at
2 days, and larger differences at 4. 6, and 7-8 days. Reprinted with permission from Hirsch et
aL
4

We conclude that the behavioral effects of dark-rearing were not the result of
general deterioration of visual function because dark-rearing did not prevent flies from
approaching the vertical stripes in the test cylinder, nor did it alter their phototaxis 4

Furthermore, we believe that these experience-dependent behavioral changes were not
caused by gross morphological changes because an examination of light- and dark-
reared flies at the light-microscopic level showed that the histological appearance and
morphology of the eye and visual nervous system of dark-reared flies appeared to be
normal.'

In summary, the behavioral preferences of normal light-reared flies were stable over
the first I to 8 days of adult life. Preferences of dark-reared flies, however, changed
over the first days of adult life; flies dark-reared for longer periods responded more
than did controls to the wider stripes. Because deprivation-induced change did not take
place if flies had received visual exposure during the first days of adult life, visual
exposure must somehow be protecting the visual system fron the effects of subsequent
deprivation. Furthermore, this finding that visual experience during early adult life
affects the use of vision thereafter provides evidence for developmental visual plasticity
in Drosophila.

Our paradigm makes it possible to examine the many known mutants affecting
other forms of plasticity (for example, associative learning) to identify any that also
alter developmental visual plasticity. Locating such mutants would help us test the
possible contributions of the genes in question and their biochemical products to
mechanisms of development of vision.
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A Cholinergic Circuit Intrinsic to
Optic Tectum Modulates

Retinotectal Transmission via
Presynaptic Nicotinic Receptors a
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The action of acetylcholine (ACh) at the nicotinic receptors of the neuromuscular
junction has served as a model for study of synaptic transmission throughout the
nervous system, but the function of ACh in the Lrnin has remained obscure. Some
evidence points to a presynaptic modulatory function. Nicotinic receptors are found
on afferent nerve terminals in several regions of vertebrate brain.' I and their stimulation
causes biochemically measurable transmitter release, 5" but there was previously no
direct evidence that activation of these receptors modulates synaptic function. We
recently found that nicotinic agonists directly depolarize optic nerve terminals in
goldfish tectum (assessed via sucrose gap recordings) and simultaneously enhance
synaptic transmission (assessed via field potentials (FP) after optic nerve stimulation)
in an in vitro tectal preparation.' With synaptic transmission blocked (high Mg' /no
Ca2 -to assure that the actions of nicotinic agonists were direct), either cytosine
(10-500 nM), nicotine (2-10 lM), or carbachol (4 )SM in presence of 10 juM atropine)
depolarized retinal terminals by 6-12 mV from a resting level of about 25-30 mV (Ftlu.
1). In standard Ringers, 50 nM cytosine increased the amplitude of the monosynaptic
FP by 43 ± 4%, eliminated the long-latency FP, and depolarized the terminals by
about 5 mV. With lower calcium concentrations, augmentation of transmission was
much larger.

Because nicotinic agents eliminated the long-latency FP, we tested the hypothesis
that this component is generated by an intrinsic tectal circuit that uses ACh to depolar-
ize retinal terminals past threshold and releases a second burst of transmitter. This
possibility was supported by the fact that the sources and sinks of the long-latency FP
matched those of the monosynaptic FP.i Recording from the stump of the nerve, we
found that associated with the long-latency FP is a rebound compound action potential
(CAP) at a latency of about 15 msec (FIG. 2). In addition, all manipulations that
blocked the long-latency polysynaptic FP in tectum also blocked the retinopetal CAP
in the optic nerve. When the long-latency FP was blocked by 1-5 IM carbachol,
alcuronium, or curare, by high Mg2 *, or by increasing stimulus frequency. the retino-
petal CAP in the optic nerve was also eliminated. Because the amplitude of the rebound
CAP was often over 50% of the initial or'.,odromic CAP, it is likely that the rebound
CAP reflects backfiring of many optic fibers (antidromic activity originating at retinal
terminals) rather than activity in the efferents to the retina, which are very few in

'This work was supported by a grant from the National Institutes of Health (EY-03736)
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number." In addition, double stimulus CAP collision experiments also suggest "backfir-
ing" (Fici. 3). Paired stimuli were delivered at varying interstimulus intervals. When
the second stimulation occurred just before the expected long-latency FP in tectum,
the rebound CAP expected from the first stimulus was blocked. In addition, the
presynaptic volley and monosynaptic FP in tectum expected from the second stimulus
were substantially reduced or blocked. This occlusion suggests that orthodromic action
potentials of the second stimulus collided with the antidromic action potentials of the
rebound CAP in the same axons. On the other hand, when the long latency FP and
the rebound CAP were eliminated (increased frequency or nicotinic agents), no such
occlusion of the second monosynaptic FP was apparent. This rebound CAP demon-
strates that retinal terminals can be strongly depolarized by ACh released onto them
from cholinergic tectal circuits and demonstrates an endogenous modulation consistent
with the previous finding that exogenous carbachol and eserine enhance retinotectal
synaptic transmission. " '

Two sources of cholinergic innervation identified by choline acetyltransferase stain-
ing could supply this modulation, and both are driven by optic input. The first is a

A B -
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FIGURE 2. (A) Simultaneous recordings from tectum (field potentials, upper) and optic nerve
(suction clectrode, lower) before and after (open arrows) application of the nicotinic antagonist
alcuronium (I ;AM). Note that the long-latency FP (LFP) is temporally associated with a delayed
positivity in the optic ierve (ONR) and that both are blocked by alcuronium. Initial deflection
in the optic nerve recording is the compound action potential elicited by nerve shock. Calib;ation
pulse: I mV, 2 msec for tectal trace and 2 mV for nerve recording. (B) Apparent nerve terminal
spike precedes the long-latency FP. Deflection (open arrow) preceding the long-latency FP resem-
bles the presynaptic nerve terminal spike (filled arrow) preceding the monosynaptic FP (MFP).
Calibration pulse: I mV. 2 msec. Reprinted with permission from reference 7.

subgroup of type XIV pyriform neurons of deep tectum that have dendrites and
recurrent axonal collaterals in the optic terminal layer. " These mediate the long-latency
FP." Because we have shown elsewhere that the long-latency FP spreads into tectal
areas adjacent to those receiving retinal input," and because the visual field maps
tetinotopically onto the tectum. 2 this intrinsic tectal recurrent cholinergic circuit may
enhance retinotectal transmission from repeated stimuli in the same or adjacent areas
of the visual field. The second cholinergic input to tectum arises from nucleus isthmi.'"
Direct stimulation of nucleus isthmi results in enhancement of the monosynaptic and
especially the long-latency component of retinotectal transmission.' and also depola-
izes optic nerve terminals (unpublished observations).

Beyond the role in visual processing, these recurrent nicotinic circuits may play
an important role in the activity-driven sharpening of the retinotopic map during
regeneration and development.' 4 Visual synaptic inputs are apparently stabilized by
patterned visual activity. ".16 The convergence of active inputs onto a common postsyn-
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FIGURE 3. Collision experiment using paired stimuli delivered at 0.06 Hz reveals occlusion of
the tectal field potential and the optic nerve rebound (ONR). Upper and lower traces in each
panel are simultaneous recordings from tectum and optic nerve stump (suction electrode), respec-
tively, while large and small arrowheads indicate time of first and second stimuli of each pair.
respectively, Small arrows indicate the presynaptic component of the tectal field potential, that
is, the compound action potential of the optic nerve terminals. Large arrows indicate the initial
postsynaptic component of the field potential, the monosynaptic FP (MFP). Shock artifacts were
only minimally suppressed electronically to insure adequate visualization of the presynaptic
component of the field potentials. (Al) Responses to single shock. (A2-A4) Responses to paired
stimuli with increasing interstimulus intervals. In order to better visualize the tectal response to
the second shock, the response to a single shock (AI) was subtracted from the responses to paired
stimuli. When the second shock just preceded the long-latency FP (LFP) (A3), both presynaptic
and postsynaptic components of the tectal response to the second stimulus were absent (open
arrows), but were present when the interstimulus interval was shorter (A2) or longer (A4).
Calibration pulse shown in tectal trace of Al indicates I mV, 2 msec for both tectal and nerve
recordings. (B) Elimination of the long-latency FP and optic nerve positivity by increasing the
frequency of paired stimuli to 6 Hz eliminates occlusion. Notation as in A. Note the presence of
both presynaptic and postsynaptic components of the tectal responses at each of the interstimulus
intervals. Reprinted with permission from reference 7.

aptic neuron results in a summation of excitatory postsynaptic potentials and depolar-
ization to a level sufficient for N-methyl-D-aspartate receptors to allow calcium entry
as an intracellular signal. Given the dependence of this mechanism on the level of
synaptic activation, it is not surprising that modulators would produce strong effects.
Two reports have demonstrated that blocking nicotinic receptors locally in tectum with
a-bungarotoxin results in local destabilization of retinotectal synapses."71 In visual
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cortex, destruction of both cholinergic and adrenergic innervation interferes with binoc-
ular competition during monocular deprivation."9 Although that study did not distin-
guish between nicotinic and muscarinic actions, nicotinic receptors have been found
on the geniculocortical afferents.'

In summary, nicotinic modulation of transmitter release in the visual system may
play substantial roles both in development and in ongoing visual processing.
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Relationship between Tubulin
Delivery and Synapse Formation

during Goldfish Optic Nerve
Regenerationa

DENIS LARRIVEE
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In a number of neurons axotomy suppresses the content of synaptic transmitter-related
proteins, including enzymes involved in the synthesis and degradation of neurotrans-
mitters. These observations have prompted the suggestion that during regeneration the
neuron modifies its delivery of proteins to the growing axons, decreasing that of synaptic
proteins while increasing that of structural proteins during axonal outgrowth, and
reversing this trend during synapse formation.' We examined this hypothesis ,i the
cases of the growth-associatcd protein (GAP) and synapsin, two prominent syr.,rtic
nroteirs, and tubulin, a prominent structural protein, during normal and perturbed
synaptogenesis.

METHODS

Protein delivery to the axon terminals was assayed in synaptosomal preparations
from goldfish optic tecta 22-24 hr after injection of [11]proline.2 During the period ,f
labeling protein synthesis was suppressed in the optic tectur by injecting cycloheximade

(5 psg) into the cranial cavity 1 hr before injecting label into the eye.
To inhibit physiological activity in the optic axons. tetrodotoxin (iTX) was injected

(0.06 4g/eye) into the right eye eery 3 days between 18 and 35 days of regeneration.

RESULTS

All measurements were made at 7-day intervals, beginning 17 days after nere
injury and ending at 45 days, in order to include the period from the onset of synapse
formation to that of synaptic refinement. ' At 17 days of regeneration ['H]proline
labeling of total synaptosomal protein was 80% of maximum and rose to 92% at 24
days, thereafter slowly increasing (FIG. I). By contrast, that of synansin and GAP was
trinsiently elevated near the onset of synaptogenesis. In the case of synapsin. labeling

'This work was supported by grants from the National Institute of Neuological and Coninium-
catiue Disorders and Stroke (NS-09015 and NS-14967) and by a grant from the Spinal Cord
Research Foundation (SFR-572).
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rose from 51% of maximum at 17 days of regeneration to 100% at 24 days and then
fell rapidly. The increase in labeling of GAP preceded that of synapsin by about 7 days,
but otherwise displayed a similar time course. Tubulin labeling increased roughly n
parallel with the two synaptic proteins; in contrast to these proteins, however, it
decreased slowly. At 45 days, for example, it had fallen by only 39% from its maximum

TOTAL PROTEIN

2
50-

0 '0 20 30 40 50

DAYS OF REGENERATION

SYNAPSIN GAP

~~ 100-

-4

0 10 20 30 40 50 0 10 20 30 40 50

DAYS OF REGENERATION DAYS OF REGENERATION

TUBULIN

-, 0
50-

0 10 20 30 40 s0

DAYS OF REGENERATION

FIGURE 1. Time course of protein delivery to goldfish optic axon terminals during synaptogene-
sis. Protein delivery was assayed as described in Methods. Each value represents a mean t SEM
of three to four independent observations after normalization to the maximum mean value attained
during synaptogenesis.

value. (We detected significant labeling of tubulin 24 hr after injecting [3H~proline into
the eye, consistent with previous observations that showed large increases in its synthe-
sis and velocity of transport during regeneration .')

Because inhibiting physiological activity in the optic fibers is known to modify
synapse formation by preventing visual field refinement in the optic tectum,2 we moni-
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tored the amount of label in each protein following chronic, TTX-induced impulse
blockade (Methods). Under these conditions labeling of synapsin and GAP underwent
a small, but not statistically significant, reduction (FiG. 2). That of tubulin, however,
more than doubled after TTX treatment.

DISCUSSION

The current study indicates that some prominent synaptic proteins are not selec-
tivelv delivered to the optic synapses during synapse formation following axotomy.
Most of the delivery of GAP and synapsin, in fact, was confined to a relatively brief
interval early in synaptogenesis, whereas the delivery of tubulin was considerably more
prolonged. In the case of the synaptic proteins it is possible that the number of
optic synapses formed at the beginning of synaptogenesis is the primary determinant
regulating the amount of" protein delivered to the axon terminals, since the number of
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such synapses is relatively fixed throughout this stage.5 The prolonged delivery of
tubulin, on the other hand, is likely to reflect continued axon outgrowth for which
tubulin is needed." Indeed, some fiber extension is almost certain to occur later in
synaptogenesis in order to generate new synaptic contacts as the visual fields are
gradually refined. '. The extent of outgrowth, or remodeling, is probably significantly
influenced bh physiological activity in the optic synapses, since impulse blockade greatly
enhances tubulin delivery (FIG. 2). Conversely, increased synaptic activity may be
expected to suppress tubulin delivery and retard fiber outgrowth.
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Dual Effects of the Protein Kinase
Inhibitor H-7 on CA1 Responses in

the Hippocampal Slicea
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Long-term potentiation (LTP) in the hippocampus is currently one of the most attrac-
tive models for mammalian learning and memory. In the pathway from CA3 to CA ].
LTP can be recorded extracellularly as an enhancement in the population excitatory
postsynaptic potential (EPSP) amplitude/slope as well as the population spike ampli-
tude. following tetanization of the Schaffer-commissural fibers. The molecular mecha-
nisms underlying LTP remain unclear, although the induced changes in EPSP and
spike potentiation may be distinct.' Recent studies employing high concentrations (300
MM) of the protein kinase inhibitor H-7 (that is, l-(5-isoquinolinylsulfonyl)-2-
methylpiperazine) support a role for calcium-dependent kinases in both the induction
and maintenance of EPSP potentiation.' In a separate study, however, 100 AM H-7
neither prevented the induction of synaptic LTP nor abolished previously established
LTP Additionally. low concentrations (10-100 AM) of H-7 have been shown to
enhance the CAI population spike amplitude and produce multiple responses.' The
goal of this study was to examine whether H-7 exhibits concentration-dependent effects
on more than one pathway, which may explain the apparent discrepancies described
above.

Experiments were performed using the in vitro hippocampal slice preparation from
young (15-60 days postnatal) Sprague-Dawley rats. Hippocampal slices (40 0 Mtm) were
placed in a submersion chamber and perfused at 4 ml/min with medium continuously
bubbled with 95% 02/5% CO, at 33-34°C, pH 7.4. Standard medium contained 124
mM NaCI, 5 mM KCI, 1.25 mM KHPO4, 2.0 mM MgSO 4, 2.0 mM CaCI,. 25
mM NaHCO, and 10 mM glucose. Extracellular CAl pyramidal cell responses were
recorded with glass micropipettes containing 2 M NaCI, using conventional recording
procedures. The recording electrode was positioned in stratum pyramidale, with bipolar
stimulating electrodes placed on either side in stratum radiatum. The stimulus intensity
at both sites was adjusted to evoke a population spike amplitude of about 1.0-1.5 mV
(that is, 20-30% of maximum amplitude). Initially, test stimuli (0. l-msec pulses) were
delivered to both pathways at a rate of 1/20 sec (10-sec interstimulus interval) for
10- 15 min to establish a baseline response. Following the test period, a high-frequency
stimulus (HFS) was delivered to the SI pathway (100 Hz, 1.0 sec, 0.2-msec pulses).
The effect of the HFS on the population spike amplitude was then monitored in both
pathways for 20 min, employing the initial test stimulus pattern. At this point, the
standard medium was replaced with one containing either 50 AM or 300 JIM H-7
(Sigma). The medium containing H-7 was administered for 15-20 min followed by
washout with standard medium for 30-60 min.

Examples of the time course of the effect of H-7 on CAI responses in control and
potentiated pathways are shown in FIGURE 1. Following the HFS in the S1 pathway.

aThis work was supported by a grant from the U.S. Public Health Service (NS 24705)
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the S I population spike amplitude exhibited a characteristic initial increase followed
by a slow decline to a level of about 200% above baseline. The population spike
amplitude in the S2 pathway was either unaffected (FIG. I) or exhibited a short-term
potentiation ( < 5 min, not shown). Examples of the effects of 50 AM and 300 AM H-7
on CA! responses are shown in FIGURE 2. Addition of 50 jM H-7 20 min after the
HFS typically resulted in the onset of multiple population spikes (two to four) and an
increase in the population spike amplitude, particularly in the previously unpotentiated
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(S2, control) pathway. In the presence of 300 jM H-7, however, the population spike
amplitude was reduced, particularly in the previously potentiated (SI, LTP) pathway.
In two of six slices, 300 jiM H-7 treatment also induced an initial, transient increase
in the population spike amplitude prior to the reduction in spike amplitude (FIG. 1, S2
pathway). The effects of both concentrations of H-7 on CA I responses were reversible
following a washout period with standard medium.

These results, in conjunction with pharmacological studies using GABAergic com-
pounds, 4 suggest that H-7 exerts concentration-dependent effects in different pathways.
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FIGURE 2. Co icentration-dependent effect of H-7. Top: examples of responses in the LTP (SI,
and control (S2) pathway from a representative experiment in which the effect of 50 j.M H-7 was
examined. Note the onset of multiple responses it, both pathways and the enhancement of the
initial spike in the S2 pathway during H-7 treatment. Negativity is downward. Population spike
amplitude was measured from the peak negativity to the subsequent peak positivity. Bottom: same
as above except that the effect of 300 4M H-7 was examined. An additional response was elicited
following HFS of the SI pathway. Note that additional responses were elicited at the start of H-7
treatment, followed by a marked inhibition particularly in the SI pathway. Responses in both
pathways returned to pretreatment levels following washout (30-60 min).

At low concentrations ( < 50 MM), H-7 disinhibits CAI neurons by reducing inhibition
from local circuit neurons. At high concentrations (300 gM), H-7 exerts a more
powerful effect in the CA3/CAI pathway to inhibit transmitter release presynaptically
and/or inhibit CA I responsiveness postsynaptically. In contrast to previous studies
demonstrating a specific inhibition of EPSP potentiation by H-7,2 ' inhibition of the
population spike amplitude was not restrict- to the previously potentiated (SI) path-
way in the present study.
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The vestibuloocular reflex (VOR) functions to keep the eyes fixed on a target of visual
interest in the presence of head movements. Thus, the VOR minimizes blurring of a
scene by reducing movement of visual stimuli across the retina. Adaptive modification
of the gain of this reflex takes place to compensate for changes during development,
during aging, or after injury. The gain of the VOR is defined as the slow phase
movement of the eyes relative to the head during head movement. Recent experimenta-
tion' has shown that fishes, like other vertebrates, are capable of VOR gain modification.
In addition, the neural substrates of the VOR in the fish are similar to those in the
mammals. Unlike the homothermic mammals, however, fish are ectotherms and are
subject to large temperature fluctuations. The aim of this study was to investigate ie
effect temperature has on the VOR and on adaptive VOR changes.

Goldfishes that had been acclimated to a temperature of approximately 20 °C for a
period of at least 4 weeks were used for VOR modification. Each had its head restrained
by placing its mouth around a respiration tube, which passed oxygenated water over
its gills. Furthermore, body movements were minimized by placing each fish between
two Plexiglass plates. The restraining apparatus was located in a small cylindrical test
aquarium that was secured to a servo-controlled vestibular platform that oscillated the
animal around the vertical axis (--20*, -%, Hz). A set of electromagnetic field-
generating coils that were used to measure eye movements were also attached to the
platform. Small ocular coils (diameter 1.5 mm) were attached to each eye so as not
to obstruct vision. These coils were used to measure eye movements by the search coil
technique developed by Robinson.'

Aligned above the fish in the same vertical axis as the platform was a second servo
motor, which rotated a planetarium that displayed a random dot stimulus pattern of
light on the inside painted surface of the cylindrical aquarium. Initial calibration of
the VOR (gain = I X) was achieved by oscillating the platform and the animal in the
presence of earth-fixed, stationary visual stimuli. Sinusoidal oscillation of the visual
stimuli 180 * out of phase with the test platform has the effect of making the animal
attempt to increase the gain of the VOR in order to attain a stable visual image.
Decreases in VOR gain were achieved by rotating the visual stimuli and the table in
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phase. During the modification period, which ranged from 3.5 to 15 hr for the different
experiments, the signals from the test table, the visual stimuli servomotor, and the
horizontal and vertical eye position and velocity were monitored. VOR gain in the
dark was measured before and after modification and at both the acclimated and
reduced temperatures. Temperature of the fish and the aquarium water was kept
constant ( t 0.1 'C) by means ofa thermoregulator. Increases or decreases in water and
fish temperature were achieved within 15 min by exchanging water that was respectively
warmer or cooler than that in the test aquarium.

Goldfish were trained to modify VOR gain at the temperature to which they had
been acclimated. Significant gain decreases and increases were generally achieved within
a period of I to 2 hr. F;Gt;Rt-s IA- IC present examples of three goldfishes that were
trained to produce gain decreases (training toward VOR gain O OX ). Each histogram
tn the figure plots VOR gain in the dark for both eyes of the fishes. Significant adaptive

VOR Gain Decrease VOR Gain Decrease
A. •Temperature Decrease 5.4 deg C B. , Temperature Decrease 6.8 deg C

z ) o

> .> '=

2 2? ," 8 88 9
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•Temperature Decrease 9 deg C D. Temperature Decrease 9.4 deg C

C
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0

TEMPERATURE (CEO C) TEMPERATURE (DEG C)

FIGURE I. (A -C) These histograms graphically illustrate the inactivation of a modified VOR
gain decrease in three different fishes after a temperature reduction ranging from 5.4 to 9.0 'C.
VOR gain was measured for both eyes in all animals except for that presented in B. In each panel.
the first histogram columns represent VOR gain in the dark before modification. The subsequent
columns represent, respectively, the modified gain after modification at the acclimation tempera-
ture, then after a temperature reduction, and finally after restoration to the acclimation tempera-
ture. Temperature in 'C is presented below each set of columns. (D) The same phenomenon as
presented in A-C but for a modified VOR gain increase. Note that there is a restoration of the
modified gain in all cases when the temperature is returned to its acclimation value.
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FIGURE 2. These histograms present the effect of temperature on the VOR in the light (A) and
in the dark (B). Note that for a temperature decrease to 10 °C, there is no change in normal
unmodified VOR gain.

VOR gain decreases (0.1 to 0.4) were produced. These newly modified VOR adaptive
gain changes, which occurred in 3.5 to 15 hr, were inactivated by an acute temperature
decrease of 5.4 to 9.0 'C. Thus, when the temperature was lowered, the value of the
gain returned to that of an unmodified VOR. This effect was reversible, however, since
return of the fishes to their acclimated temperature restored the VOR to the gain
achieved after modification. This phenomenon occurs for either modified gain decreases
(FiGs. 1A-IC) or increases (FIG. 1D). Control experiments show that temperature
decreases to around 10 'C do not affect normal unadapted VOR gain in the light (FIG.
2A) or in the dark (FIG. 2B).

There are two significant results of these experiments. First, normal unadapted
VOR is insensitive to temperature changes over a wide range. Second, adapted or
modified VOR is inactivated by a decrease in temperature. This occurs for an adapted
vsuX whose gain has been either increased or decreased. An acute temperature drop
of 5 to 10'C will tend to change the gain of the VOR to a value approximately equal
to that of the unmodified VOR. In addition, this effect is reversed when the temperature
of the fish is returned to its acclimated temperature. Both adapted VOR gain decreases
as well as increases are affected. Therefore temperature is influencing the adapted part
of the VOR, and is not just acting in a unidirectional manner on the VOR in general.
These results would suggest that the biochemical and/or neural substrate responsible
for the modified part of the VOR gain is qualitatively different from that responsible
for the unmodified VOR gain.
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Earlier studies with crayfish motor neurons show that increasing neural acti.itN os.er
3- 14 days causes progressive changes in synaptic properties.' The synaptic terminals
release less neurotransmitter at the beginning of a stimulus train or when stimulated
at a low frequency of 0.1 impulses pet sekond (III). Such acti'%ity. hosseser, reduces,
the amount of synaptic depression that normally occurs at 5 Hi'. Thus. although
transmitter release i, lower at the beginning of a stimulus train. the neurons are capablc
of sustaining transmitter release for a longer period of time. Neurons, therefore, are
able to adjust their transmitter output to meet the demands imposed ot inem by dails
activity. These synaptic changes are referred to as long-term adaptation (LIA) because
they persist for several weeks.

The present study examined LTA in the lobster. ltomarus americanu%. The initial
aim was to determine whether LTA could be elicited in motor neurons iniet,ating
lobster deep abdominal extensor muscles. Two muscles were selected for study, muscles
LI and M of the fourth abdominal segment (FI;. I). Each muscle is innervated bN a
spectfic excitatory axon from :', :hird tihdominal segment (axon I for muscle M and
axon 3 for muscle LI) and by a common excitatory axon (axon 2) fiom the it t( i
abdominal segment." Axons in the third segment were stimulated it vtiu on the left
side of the lobster using implanted electrodes: axons on the right side served as controls.
The stimuli consisted of I-sec bursts of 0.5-msec square pulses at 5 Hz. with one burst
every 2 sec. We sought to determine whether the appearance of L [A is sensitive to the
pattern of daily activity and whether any changes occur in unstimulated axons that
share the same target as the stimulated motor neurons.

In one set of experiments, the motor neurons were stimulated for I- 4 hr per day
over a 3-5 day period, for a total of 4-12 hr. At least one day after completing the
stimulation, excitatory postsynaptic potentials (EPSPs) were recorded at 0. 1 H., from

'This work was supported by the Natural Sciences and Engineering Research Council o

Canada. Additional suppor! was provided by the Goternment of Austria
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in transmitter release and the development of fatigue resistance, both of which are

characteristic of LTA, can occur separately. These two synaptic changes appear to be
elicited by different stimulus paradigms, and they probably involve separl-te subcellular

mechanisms.
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A major goal of behavioral neuroscience research is identification of the neural mecha-
nisms that underlie learning and memory. One of the strongest candidate neural mecha-
nisms for mammalian learning and memory is long-term potentiation (LTP),' a long-
lasting increase in response amplitude induced by application of brief high-frequency
stimulation. It is well established that LTP and learning and memory share many
characteristics, including rapid onset, associative interactions, long duration, and
strengthening with repetition.' 3

Results from a number of studies ' 5 have suggested that both LTP and certain
types of learning require activation of hippocampal N-methyl-D-aspartate (NMDA)
receptors. These studies, however, have only examined the shorter-lasting component
of LTP, whereas the longer-lasting component of LTP (LTP I and LTP2, respectively')
may be most pertinent to learning and memory mechanisms. Furthermore, the reduc-
tion or elimination of LTP in animals pretreated with an NMDA antagonist may
result, in part, from an increased threshold for induction.7 S In the following experiment,
the effect of MK801, a noncompetitive NMDA antagonist, on the threshold, magni-
tude, and duration of LTP of the perforant path-granule cell response was examined.

Male New Zealand White rabbits (2.0-2.5 kg) were deeply anesthetized with halo-
thane and placed on a stereotaxic device that allowed maintenance of halothane anes-
thesia. Both stereotaxic coordinates and electrophysiological monitoring were used to
maximize electrode sites for recording of perforant path-granule cell field potentials.
When the optimal sites were located, the electrodes were attached to a plastic headstage

and secured to the skull with dental acrylic. The rabbits then were administered 300,000
units of penicillin and allowed a 2-week recovery period.

One hour prior to the start of testing, rabbits were administered one of four dosages
of MK801 (0 0, 0.1, 0.5, or 1.0 mg/kg, sc). Test pulses (0.1 Hz, 20% of the maximum
intensity) were then applied to the perforant path with high-frequency trains (400 Hz.
50 msec) given at 15-min intervals. The trains were applied at seven different intensities,
from subthreshold for spike discharge to an intensity 100% greater than that needed
to evoke the maximum amplitude population spike. Each train intensity was applied
10 times (0.1 Hz) to ensure saturation of any LTP to that intensity. LTP decay was
monitored by comparison of pre- and posttetanization input/output measures.

'This work was supported by the Medical Research Council of Canada and the Natural
Sciences and Engineering Research Council of Canada, both of which awarded grants to G.B.R.
h-i-o whom correspondence should be addressed.
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MK801 appeared to increase the threshold for LTP of the population spike but not
for the excitatory postsynaptic potential (EPSP). For animals in the control (n = 6),
0.1 mg/kg (n = 7), 0.5 mg/kg (n = 7), and 1.0 mg/kg (n = 5) conditions, the average
train intensity for LTP of the spike was 39.2 ± 7.5, 97.1 ± 33.7, 112.9 ± 29.8, and
137.0 ± 35.7% of the maximum, respectively. The threshold for LTP of the EPSP
was approximately 30% of the maximum train intensity in all groups.

There was no effect of MK801 on the magnitude of LTP of the EPSP. LTP of the
spike, however, decreased in animals pretreated with MK801 (FIG. 1). Thus, the
normally observed dissociation between the magnitude of spike and EPSP LTP was
reduced in the drugged animals. The decrease in spike LTP was dose-dependent begin-
ning with the third set of trains. The 0.5 and 1.0 mg/kg groups exhibited significantly
( p < .02) less LTP than the control group. The control and 0.1 mg/kg groups did not
differ significantly in the percentage change from pretrain baseline (FIG. 1) but did
differ significantly (p < .01) in the absolute magnitude of change (9.42 mV versus 4.73
mV, respectively) (FIG. 2).

MK801 also reduced the duration of LTP of the population spike (LTP of the
EPSP had decayed within 24 hr in all four groups). In controls, the spike amplitude
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FIGURE 2. 1'flct ot MKS01 on both the magnitude and duration of LTP of the perforant
path granule cell population spike. Both the duration of LTP and the maximum spike amplitude
%%C.ro reduced bs pretreatment with MKS,0I The input/output response was obtained by applying
1(t pule, (H.1 |I.) to the perforant path at each of 10 intensities: illustrated are the mean I -1

SF:_M) spike anplitude esoked at each intensity.

still was significantly greater than the pretetanus amplitude I week following LTP
induction ( p < .(X)3). In contrast, LTP in rabbits pretreated with MK8OI had decayed
Nithin 24 hr of tetanization (FIt. 2).

In summary, MK8I0 increased the threshold and decreased both the magnitude
and duration of .T ) of the population spike but did not affect the EPSP. Thus, the
magnitude of the dissociation between LTP of the spike and EPSP, normally observed
in control preparations, was decreased in rabbits administered MK801. The dissociation
likely reflects changes (for example, in inhibitory potentials) that alter the probability
of cell discharge. Repeated tetanic stimulation, for example, may reduce the magnitude
of inhibitory potentials" that may otherwise suppress cell discharge. MK801 pretreat-
ment maN antagonize this reduction,"' resulting in a similar magnitude of LTP for the
population spike and EPSP.

If LTP is a neural substrate of associative learning, then similar dosages of MK8O1
also should disrupt learning. This possibility is now being investigated using the classi-
call. conditioned rabbit nictitating membrane response."
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Retinotopic sharpening of a regenerating optic projection in goldfish can be prevented
either by blocking activity with intraocular tetrodotoxin (TTX)' or by synchronizing
activity with a xenon strobe light.' -4 In this study, I tested, in both normal and regenerat-
ing projections, the effects of these two treatments on individual optic arbors. Arbors
were stained via anterograde transport of horseradish peroxidase, drawn in camera
lucida from tectal whole mounts, and analyzed by quantifying several of their features.
These included the spatial extent in the plane of the retinotopic map, the order of
branching. the number of branch endings. the depth of termination, and the caliber of
the parent axon. In normal tectum, there were three distinct calibers of retinal axons,
fine, medium, and coarse, which gave rise to small, medium, and large arbors averaging
127 Mtm, 211 4m, and 275 um in horizontal extent, and which terminated at characteris-
tic depths (FiG. I). All three classes averaged about 21 branch endings per arbor.

Optic arbors that regenerated with normal patterns of acti, itv returned to a roughly
normal appearance by 6- 11 weeks postcrush (Flt,. 2). The same three calibers of axons
gave rise to the same three sizes of arbors. which occupied the same depths. The
regenerated arbors, however, were much less stratified and were on average about 16%
larger in horizontal extent.

I examined the experimental arbors at this time point in regeneration. Arbors
regenerated under TTX or strobe were on average 71% and 11% larger, respectively,
than the control regenerated arbors, and this increase in extent was evident in all three
classes (Fins. 3 & 4). The TTX and strobe experimental arbors, being larger than the
control regenerated arbors, which themselves were larger than the normal arbors, were
1.98 and 2.54 times larger than normal in linear extent, and much more in total areal
extent. These great increases in extent account for the lack of retinotopic sharpening
in the electrophysiologically recorded retinotopic maps of the TTX-regenerated2 and
strohe-regenerated fish.' In both cases, the arbors had approximately the same number
of branch endings and were equally poorly stratified. Synapses formed under strobe,
examined in electron micrographs, were normal in appearance, consistent with previous
reports that synapses regenerated during TTX block of activity were normal.' Thus,
the only significant effect of both strobe and TTX treatment was to enlarge the spatial
extent of the arbors. A block of activity for an equivalent period of time in arbors that
were not regenerating caused only a slight, but significant, enlargement (23%). Strobe

'This work was supported by a grant from the National Institutes of Health (EY-03736).

385



386 ANNALS NEW YORK ACADEMY OF SCIENCES

NORMAL ARBORS
B

FINE

C - D 0
FIGURE 1. Camera lucida draw- MEDIUM ,-......
ings of typical normal arbors arising
from fine caliber axons (A & B), from
medium caliber axons (C & D), and
from coarse caliber axons (E & F).
Rostral is toward the top in each
case. Most branches are given off in 100pm E F
the caudal direction, except for pe-

ripheral axons in caudal tectum.

COARSE

REGENERATED ARBORS

A B

100pim

C D
FIGURE 2. Camera lucida drawings
of typical control regenerated arbors at
6 to 8 weeks postcrush. Arbors were
chosen to be roughly repreentative for

UM_ spatial extent and number of branches.
Rostral is toward the top in each case.
A & B: 6 weeks postcrush; C: 8 weeks;

IUM and D, E & F: 7 weeks.

E F

COARSE

L .... ... ... .. .



SCHMIDT: EFFECTS OF BLOCKING OR SYNCHRONIZING ACTIVITY 387

exposures in nonregenerating fish of three times the duration also caused slight, but
significant, enlargements (39%). In both cases, the arbors remained compact and
normal in appearance, unlike those in the regenerating cases, and in both cases they
remained significantly smaller than when the same treatment was applied during regen-
eration. Because previous staining showed that regenerating axons initially make wide-
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FIGURE 3. Camera lucida drawings of arbors regenerated without activity due to intraocular
injection of TTX from fine (A, B & C), medium (D, E & F) and coarse (G, H & 1) caliber axons.
Rostral is toward the top. Note the similarity to the strobe-regenerated arbors. Arbors from 9
weeks (F. G & H), 10 weeks (C), or II weeks (A, B, D, E & I).

spread branches and later retract many of these branches." the present findings support
the idea that blocking activity or synchronizing activity prevents retinotopic sharpening
by interfering with the elimination of errant branches and redeployment of arbor
branches in the retinotopically appropriate area.
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The fact that the only effect in both cases was on spatial extent is interesting because
the two treatments are so different. Intraocular TTX removes all activity whereas
strobe illumination allows activity but synchronizes the firing of both ON and OFF
ganglion cells.' The one thing that these treatments both disrupt is the normal pattern
of activity and any information that may be carried in that pattern. Sharpening is

STROBE REGENERATED ARBORS
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FIGURE 4. Camera lucida drawings of arbors regenerated under stroboscopic illumination from
fine (A, B & C), medium (D, E & F), and coarse (G, H & I) caliber axons. Rostral is toward the
top. Note the lack of focusing into a single cluster in most cases. All arbors at 9 weeks postcrush,
except G, which is at 8 weeks.

thought to be driven by the correlated firing of neighboring ganglion cells of the same
receptive field type that occurs both under normal visual conditions and even in
complete darkness.89 Presynaptic inputs that fire simultaneously could summate their
postsynaptic responses and become more effective by a Hebbian mechanism tilat may
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be mediated via N-methyl-i)-aspartate (NMDA) receptors."''' Synaptic transmission
is reestablished by the time that sharpening takes place, 2 and the retinotopically
inappropriate branches of the regenerating arbors make effective synaptic connec-
tions.''" Direct evidence for such a Hebbian mechanism was recently obtained with
the discovery of greatly enhanced capacity for long-term potentiation (LTP) during
early regeneration.'' This LTP'' as well as the retinotopic sharpening"''1 can be pre-
vented by blockers of NMDA receptors. The fact that similar changes were found in
developing frog visual system' suggests that these NMDA receptor-driven Hebbian
mechanisms may allow activity to shape the morphology of axonal arborizations and
the distribution of visual connections within the visual centers. Here the result is a
sharpening of the retinotopic map. but the same mechanisms could segregate receptive
field types or eye-specific inputs.
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Understanding use- and age-dependent alterations in local circuit functioning in the
mammalian central nervous system requires detailed anatomical knowledge of the types
of cells present within networks and the physiological properties of each cell type.
Moreover, knowledge of the patterns of neuronal connectivity and of where chemical
and electrical synaptic contacts are located can be of paramount importance in under-
standing network output. In recent years the injection of intracellular markers via a
recording micropipette has expanded our knowledge of physiological properties of
identified neurons. Detailed descriptions of neurons in three-dimensional space. how-
ever, has relied on the use of time-consuming camera lucida drawing techniques. The
development of confocal laser scanning microscopy (CLSM) holds great promise in
aiding in the analysis of individual neurons and their connectivity.) The ability to
rapidly section individual fluorescently labeled cells or groups of cells in narrow optical
planes, the rejection of out-of-focus light, and three-dimensional c,,mputer reconstruc-
tion of optical sections can result in detailed microanatomical information. These
techniques should offer an unprecedented opportunity to explore the microstructure of
neurons within neuronal networks.

In studies reported here intracellular recordings were obtained from in vitro slices
of rat hippocampus. The slices were prepared by methods previously described.' M ,ro-
electrodes were pulled from fiber-filled capillary tubing and filled with 5- 10% Lucifer
yellow in 0.33 M LiAc. In some instances electrodes were beveled. Resistances ranged
from 80 to 300 MiI.

Upon impalement neurons were characterized physiologically by their active and
passive membrane properties. Cells were categorized by characteristic features includ-
ing spontaneous discharging and responses to current applied via the recording elec-
trode. Following characterization cells were filled with Lucifer yellow by passing
0.2-2.0 nA of hyperpolarizing current (200-500 msec, 1-2 Hz for 5-30 min). After-
wards, the approximate position of the electrode tip in the cell was determined with a
Wild stereomicroscope equipped with an epifluorescence illuminator. Instances of dye
coupling were also noted at this time. After withdrawal of the recording electrode, the
slice was removed from the chamber, fixed in 10% formalin, dehydrated in graded
alcohol, and cleared with methyl salicylate. Slices were then imaged as whole mounts
using a BioRad MRC-500 Confocal Scanning Laser Microscope equipped with an
analog preprocessor.'

aThis work was supported by grants from the National Institutes of Health (NSI8309,
RR02984, and RRO1219).
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The majority of recordings from cells impaled in the CA3 pyramidal cell body
layer displayed spontaneous bursts of action potentials (FIG. 1B), and invariably had
p ramidal cell type anatomical features. FKGuRE IA is a stereo image of one such cell.
The three-dimensional distribution of apical and basilar dendrites is displayed. A
single primary apical dendrite emanates from the cell body. Four secondary dendritic
branches are present. The two most distal secondary dendrites arise from the terminal
portion (see arrow) of the primary dendrite, which angles toward the slice surface. Fine

20 mV

100 msec

FIGURE 1. (A) Stereo image of a single pyramidal celt from a 24-day-old rat containing 22
optical sections collected at 4-ltm intervats. A 20Ox . 0.8 numerical aperture oil-immersion lens
wAas used. (B) Recordings from the same cell showing a spontaneous. intrinsic burst discharge.
Arrow denotes the point at which the primary apical dendrite branches to two secondary dendrites.
Bar l(X) 4im,

third-order dendrites emanate from these two secondary dendrites and project at right
angles to the principal axis of their parent dendrite.

The basilar dendrites arise from the cell body as three separate primary dendrites.
which branch almost immediately into numerous fine dendritic branches. A complex
latticework of dendritic processes is apparent when the basilar dendritic tree is viewed
in two dimensions. With stereo imaging, however, an orderliness is apparent in dendritic
morphology. Each of the three primary dendrites gives rise to a dendritic arbor that is
largely localized to a restricted neighborhood in the dendritic layer. Each of these
overlaps only slightly with the arbors arising from the other primary dendrites.
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B

JIIRE 2. (A) Five dye-coupled cells (from an I l-da -old rat) in a stereo pro ectlon. The iniage
contains 31 optical sections collected at 5-,rn miterals. Data we erc ohtained "witlh a 20 - , I).,
numerical aperture oil-immers on objectise. The impaled cell displayed spike, % it h rapid ratc of
rise and fall. (B) Responses to injections of depolarizing current steps. rhrec separate ainplitUdes"
of current were used. In the top trace the injected current produced a single fast spike %ilh
rapid afterhyperpolarizationr The other two spike trains show repetttise firing aind lack of spike
accommodation. (C- F) Four of the 31 optical sections used to construct the stereo inage ]n A
The arrow in F denotes the potential site of electrotonic coupling between the apical dendrite ol
a pyranidal cell and the soma of the impaled interneuron. Bar: It) ptm.
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In addition to analyzing the three-dimensional morphology of single neurons,
CSLM permits a detailed analysis of anatomical interrelations among neurons in local
networks. FIGURu- 2A shows a stereo image of five neurons in the hippocampal CA3
subfield. Visualization of the microelectrode during the recording session showed that
the electrode had impaled the soma of the interneuron located in the stratum radiatum
in the left-hand portion of the field of view. FIGURE 2B shows intracellular recordings.
The rapid rising and falling phase of action potentials, prominent spike afterhyperpolar-
iiation. and repetitive firing with little spike accommodation are characteristic features
of sote hippocampal interneurons.' Four other neurons were filled as the interneuron
was injected with Lucifer yellow. Three pyramidal cells are seen with somas to the far
right of the interneuron, and basilar dendrites project to the right edge of the field of
%We Man} of the apical dendritic processes arising from these three cells course
beneath the soma of the interneuron. This is a clear example of dye coupling, which is
thought 1, be i reflection of electronic coupling between cells mediated by gap junc-
tions." With the three-dimensional information obtained by CSLM, a search can be
undertaken for potential sites of coupling. This is facilitated by examination of individ-
ual optical sections (for example, FiGs. 2C-2F). The arrow on FIGURE 2F shows one
potential site of contact where an apical dendrite of a pyramidal cell is very closely
apposed to the underside of the soma of the impaled interneuron. Verification that such
sites are indeed regions of electrical contact will require studies at the ultrastructural
level. Indced, methods hase recently been reported that facilitate identification f the
ultrastructural features of cellular elements identified in in vitro brain slices using
CSLM methods.'

Although CSLM is a relatively new technology, our first glimpses at the microneu-
roanatomV within local networks suggest that maty new details on network organiza-
tion and functioning will be forthcoming. This will be especially trut with the continued
application of advanced image-processing techniques that allow image rotation and
viewing from any desired perspective.' Imaging of fluorescently labeled neurons in slices
during recording sessions' is likely to supply' even further information on use-dependent
alterations in local circuit functioning.
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Induction of the protooncogene c-fos may be the first in a series of transcriptional
events that underlie a cell's adaptive response to impinging neural activity. Immunocy-
tochemistry using antibodies to the los protein can be used to map cells in the CNS
that respond to various stimuli by c-fos induction.' In the striatum, the amphetamine-
stimulated release of dopamine (DA), or direct activation of DA receptors of the Dl
subtype, leads to c-fos induction.2 This response was used to study the interaction
of DA-rich transplants with the denervated host striatum in animals given bilateral
DA-depleting lesions and unilateral transplants as infants.

Three-day-old Sprague-Dawley rat pups were pretreated with desmethylimipra-
mine (25 mg/kg, sc) and then given bilateral injections of 6-hydroxydopamine (6-HDA)
(120 Lg in a total dose of 10 1A) into the lateral ventricles, in order to deplete striatal
DA. Transplants of DA-rich tissue were made into the striatum of 6-HDA-treated rats
in one of two ways. Some animals were given unilateral injections of a suspension
prepared from El4 ventral mesencephalon (containing dopaminergic nigral cells) on
postnatal day 6. Other animals were given unilateral injections of a suspension prepared
from a combination of nigral and striatal tissue taken from E14 embryos. Cells were
injected into the rostral striatum of 12- 16-day-old rats, and remained as a bolus within
the denervated host tissue.

At 2-3 months of age, animals were injected with d-amphetamine sulfate (AMPH)
(5 mg/kg, ip), or given a "stress" consisting of tail pinch or an intraperitoneal saline
injection. Some animals were given the N-methyl-D-aspartate (NMDA) antagonist
MK-801 (Merck Sharp & Dohme; 3 mg/kg, ip) or the DI antagonist SCH-23390
(Schering; 0.4 mg/kg, ip) 30 min prior to AMPH injection. Two hours following the
test stimulus animals were deeply anesthetited and perfused through the ascending
aorta with 4% paraformaldehyde in phosphate buffer. Thirty-micron coronal sections
through the striatum were incubated for 40 hr in sheep polyclonal anti-fos antisera from
Cambridge Research Biochemicais (OA-l 1-823; 3000:1). Alternate sections pretreated
with normal goat serum were incubated in rabbit antibodies to tyrosine hydroxylase
(TH) (Eugene Tech; 6000:1) or calbindin (gift of Dr. Sylvia Christakos; 1500:1). Anti-
body binding was revealed using the ABC-peroxidase technique (Vector Labs), using
nickel-intensified diaminobenzidine as the substrate.

In comparison to the lack of Jos immunostaining in the striatum of untreated
unstressed rats, following amphetamine injection numerous cells with fos-
immunoreactive nuclei were found homogeneously distributed throughout the medial
and central sectors of the striatum (FIG. IA). Laterally, however, patches of Jos-
immunoreactiv, cells were seen on a background of negative staining. In order to
determine whetner the patches offos-immunoreactive cells corresponded to the intrinsic
patches of the striatum, adjacent sections were reacted for calbindin immunocytochem-
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FIGURE 1. (A) High-power photomicrograph offos-immunoreactive cells in the medial striatumn
of a control rat injected with 5 mg/kg AMPH. Large unstained zones are bundles of corticofugal
fibers coursing through the striatumn. (B & C) Adjacent sections taken from the lateral stniatumn

of a control rat given AMPH, stained with antisera against Jos (B) and calbindin (C). Arrows

indicate corresponding patches offos-immunoreactive cells and patches devoid of calbindin immu-
noreactivity. Lateral border is to the right. Scale bars: 100 usm.
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FIGURE 2. High-power photomicrographs of TH-immunoreactive fibers photographed in dark-
field (A & Q). and fos-immunoreactive neurons (B & D) in adjacent sections taken from the
striatum of a lesioned rat (A & B) and a lesioned rat with a DA transplant (C & D). Both animals
were given AMPH (5 mg/kg, ip) 2 hr prior to analysis. Few DA fibers and fos-immunoreactive
neurons were found in the lesioned rat, but in areas reinnervated by the transplant, c-fos induction
appeared intermediate between lesioried and control rats (see FiG. I A). Scale bar: 100 im for all.
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istry. Calbindin-immunoreactive neurons were found exclusively in the striatal matrix
exclusive of the patches, and patches devoid of calbindin immunoreactivity in the
lateral striatum were found to correspond to patches ofJbs-immunoreactive neurons
(FIGS. lB & IC).

Two observations were made that supported the hypothesis that AMPH induction
of c-los was mediated by DA stimulation of DI receptors. First, the distribution of
]bs-immunoreactive neurons after AMPH injection was roughly correlated with the
extent of DA innervation in neonatally 6-HDA-treated rats. In zones where a complete
DA denervation was evident by TH immunocytochemistry, very few fos-
immunoreactive neurons were present (FIGs. 2A & 21). In animals given DA trans-
plants as infants, both the density of TH-immunoreactive fibers within the striatum
and the number offos-immunoreactive striatal neurons after AMPH treatment were
intermediate between controls and lesioned animals (FIGS. 2C & 2D). Finally, in all
groups of animals, AMPH induction of c-fos was blocked by pretreatment with the D I
antagonist SCH-23390.

In order to determine the contribution of excitatory amino acid receptor activation
to the AMPH induction ofc-fos, animals were injected with the noncompetitive NMDA
antagonist MK-801 30 min prior to AMPH. As previously reported,! this dose of
MK-801 blocked striatal c-fos induction within the medial two-thirds of the striatum.
but enhanced c-fos induction within the lateral region of normal animals, where a
homogeneously dense band offos-immunoreactive cells resulted. Whereas the blockade
of c-fos induction also occurred in the medial striatum of lesioned animals with trans-
plants, no increase in Jbs immunoreactivity was observed in the lateral portion when
this was devoid of DA fibers.

Due to the unilateral reinnervation of the striatum by the transplant, prolonged
contraversive turning is seen in these animals in response to AMPH, and transient
turning (2-3 min) in response to a mild stress such as tail pinch or intraperitoneal saline
injection.' These stressors produced sporadic c-fos induction in the medial striatum that
was no greater than that which occurred in control animals or 6-HDA-treated animals
not given transplants. Stress failed to induce c-fos within the transplanted cells, whereas
this was occasionally seen in animals with combination transplants that were given
AMPH. This intratransplant c-fos induction, however, occurred in regions of the
transplant that received DA innervation from cotransplanted DA cells.

These findings demonstrate that DA released from DA-rich transplants has the
ability to induce c-fos in striatal neurons in much the same way as occurs in normal
animals. The ability of AMPH, but not stress, to produce widespreadfos immunostain-
ing of striatal neurons may be related to the intensity of the stimulus. The AMPH-
stimulated induction of c-los was mediated by a combination of DA Dl and NMDA
receptor activation in the medial striatum, but a different NMDA/DA interaction
appears to exist in the lateral striatum. Whereas the long-term consequences of striatal
c-fos induction remain to be elucidated, they may include the sensitizatioti of stress-
induced turning that occurs in these transplant animals following AMPH exposure.'
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